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Notice

All information included in this document is current as of the date this document isissued. Such information, however, is
subject to change without any prior notice. Before purchasing or using any Renesas Electronics products listed herein, please
confirm the latest product information with a Renesas Electronics sales office. Also, please pay regular and careful atention to
additional and different information to be disclosed by Renesas Electronics such as that disclosed through our website.

Renesas Electronics does not assume any liability for infringement of patents, copyrights, or other intellectual property rights
of third parties by or arising from the use of Renesas Electronics products or technical information described in this document.
No license, express, implied or otherwise, is granted hereby under any patents, copyrights or other intellectual property rights
of Renesas Electronics or others.

Y ou should not alter, modify, copy, or otherwise misappropriate any Renesas Electronics product, whether in whole or in part.

Descriptions of circuits, software and other related information in this document are provided only to illustrate the operation of
semiconductor products and application examples. Y ou are fully responsible for the incorporation of these circuits, software,
and information in the design of your equipment. Renesas Electronics assumes no responsibility for any lossesincurred by
you or third parties arising from the use of these circuits, software, or information.

When exporting the products or technology described in this document, you should comply with the applicable export control
laws and regulations and follow the procedures required by such laws and regulations. Y ou should not use Renesas
Electronics products or the technology described in this document for any purpose relating to military applications or use by
the military, including but not limited to the devel opment of weapons of mass destruction. Renesas Electronics products and
technology may not be used for or incorporated into any products or systems whose manufacture, use, or sale is prohibited
under any applicable domestic or foreign laws or regulations.

Renesas Electronics has used reasonable care in preparing the information included in this document, but Renesas Electronics
does not warrant that such information is error free. Renesas Electronics assumes no liability whatsoever for any damages
incurred by you resulting from errorsin or omissions from the information included herein.

Renesas Electronics products are classified according to the following three quality grades: “Standard”, “High Quality”, and
“Specific”. The recommended applications for each Renesas Electronics product depends on the product’ s quality grade, as
indicated below. Y ou must check the quality grade of each Renesas Electronics product before using it in aparticular
application. You may not use any Renesas Electronics product for any application categorized as “ Specific” without the prior
written consent of Renesas Electronics. Further, you may not use any Renesas Electronics product for any application for
which it is not intended without the prior written consent of Renesas Electronics. Renesas Electronics shall not bein any way
liable for any damages or losses incurred by you or third parties arising from the use of any Renesas Electronics product for an
application categorized as “ Specific” or for which the product is not intended where you have failed to obtain the prior written
consent of Renesas Electronics. The quality grade of each Renesas Electronics product is “ Standard” unless otherwise
expressly specified in a Renesas Electronics data sheets or data books, etc.

“Standard”: Computers; office equipment; communications equipment; test and measurement equipment; audio and visual
equipment; home electronic appliances, machine tools; personal electronic equipment; and industrial robots.
“High Quality”: Transportation equipment (automobiles, trains, ships, etc.); traffic control systems; anti-disaster systems; anti-
crime systems; safety equipment; and medical equipment not specifically designed for life support.
“Specific”: Aircraft; aerospace equipment; submersible repeaters; nuclear reactor control systems; medical equipment or
systems for life support (e.g. artificial life support devices or systems), surgical implantations, or heathcare
intervention (e.g. excision, etc.), and any other applications or purposes that pose adirect threat to human life.
Y ou should use the Renesas Electronics products described in this document within the range specified by Renesas Electronics,
especialy with respect to the maximum rating, operating supply voltage range, movement power voltage range, heat radiation
characteristics, installation and other product characteristics. Renesas Electronics shall have no liability for malfunctions or
damages arising out of the use of Renesas Electronics products beyond such specified ranges.
Although Renesas Electronics endeavors to improve the quality and reliability of its products, semiconductor products have
specific characteristics such as the occurrence of failure at a certain rate and malfunctions under certain use conditions. Further,
Renesas Electronics products are not subject to radiation resistance design. Please be sure to implement safety measures to
guard them against the possibility of physica injury, and injury or damage caused by fire in the event of the failure of a
Renesas Electronics product, such as safety design for hardware and software including but not limited to redundancy, fire
control and malfunction prevention, appropriate treatment for aging degradation or any other appropriate measures. Because
the evaluation of microcomputer software alone is very difficult, please evaluate the safety of the final products or system
manufactured by you.

Please contact a Renesas Electronics sales office for details as to environmental matters such as the environmental
compatibility of each Renesas Electronics product. Please use Renesas Electronics products in compliance with all applicable
laws and regulations that regulate the inclusion or use of controlled substances, including without limitation, the EU RoHS
Directive. Renesas Electronics assumes no liability for damages or losses occurring as aresult of your noncompliance with
applicable laws and regulations.

This document may not be reproduced or duplicated, in any form, in whole or in part, without prior written consent of Renesas
Electronics.

Please contact a Renesas Electronics sdes office if you have any questions regarding the information contained in this
document or Renesas Electronics products, or if you have any other inquiries.

(Note 1) “Renesas Electronics’ as used in this document means Renesas Electronics Corporation and also includes its majority-

owned subsidiaries.

(Note 2) “Renesas Electronics product(s)” means any product developed or manufactured by or for Renesas Electronics.
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Keep safety first in your circuit designs!

. Renesas Technology Corp. puts the maximum effort into making semiconductor products better and
more reliable, but there is always the possibility that trouble may occur with them. Trouble with
semiconductors may lead to personal injury, fire or property damage.

Remember to give due consideration to safety when making your circuit designs, with appropriate
measures such as (i) placement of substitutive, auxiliary circuits, (ii) use of nonflammable material or
(iii) prevention against any malfunction or mishap.

Notes regarding these materials

. These materials are intended as a reference to assist our customers in the selection of the Renesas
Technology Corp. product best suited to the customer's application; they do not convey any license
under any intellectual property rights, or any other rights, belonging to Renesas Technology Corp. or
a third party.

. Renesas Technology Corp. assumes no responsibility for any damage, or infringement of any third-
party's rights, originating in the use of any product data, diagrams, charts, programs, algorithms, or
circuit application examples contained in these materials.

. All information contained in these materials, including product data, diagrams, charts, programs and
algorithms represents information on products at the time of publication of these materials, and are
subject to change by Renesas Technology Corp. without notice due to product improvements or
other reasons. It is therefore recommended that customers contact Renesas Technology Corp. or
an authorized Renesas Technology Corp. product distributor for the latest product information
before purchasing a product listed herein.

The information described here may contain technical inaccuracies or typographical errors.
Renesas Technology Corp. assumes no responsibility for any damage, liability, or other loss rising
from these inaccuracies or errors.

Please also pay attention to information published by Renesas Technology Corp. by various means,
including the Renesas Technology Corp. Semiconductor home page (http://www.renesas.com).

. When using any or all of the information contained in these materials, including product data,
diagrams, charts, programs, and algorithms, please be sure to evaluate all information as a total
system before making a final decision on the applicability of the information and products. Renesas
Technology Corp. assumes no responsibility for any damage, liability or other loss resulting from the
information contained herein.

. Renesas Technology Corp. semiconductors are not designed or manufactured for use in a device or
system that is used under circumstances in which human life is potentially at stake. Please contact
Renesas Technology Corp. or an authorized Renesas Technology Corp. product distributor when
considering the use of a product contained herein for any specific purposes, such as apparatus or
systems for transportation, vehicular, medical, aerospace, nuclear, or undersea repeater use.

. The prior written approval of Renesas Technology Corp. is necessary to reprint or reproduce in
whole or in part these materials.

. If these products or technologies are subject to the Japanese export control restrictions, they must
be exported under a license from the Japanese government and cannot be imported into a country
other than the approved destination.

Any diversion or reexport contrary to the export control laws and regulations of Japan and/or the
country of destination is prohibited.

. Please contact Renesas Technology Corp. for further details on these materials or the products
contained therein.
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UITRON is an acronym of the “Micro Industrial TRON” and TRON is an acronym of “The Real Time
Operating system Nucleus”.

TRON, ITRON, and uITRON are the names of computer specifications and do not indicate a specific
group of the commodity or the commodity.

The uITRON4.0 specification and WITRON4.0 protection function extension are open realtime-kernel
specifications defined by the TRON association. The specifications of uITRON4.0 and pITRON4.0
protection function extension can be downloaded from the TRON association homepage
(http://www.assoc.tron.org).

The copyright of the pITRON specification belongs to the TRON association.

Microsoft® Windows® 98, Microsoft® Windows® Millennium Edition (Windows® Me), Microsoft®
Windows NT®, Microsoft® Windows® 2000, and Microsoft® Windows® XP operating systems are
registered trademarks of Microsoft Corporation in the United States and/or other countries.
SuperH™ is a trademark of Renesas Technology Corp..

All other product names are trademarks or registered trademarks of the respective holders.







Preface

This manual describes how to use the HI7300/PX. Before using the HI7300/PX, please read this
manual to fully understand the operating system.

Notes on Descriptions

HEW Abbreviation of High-Performance Embedded Workshop, which is an
integrated development tool.

H', Ox, and D' For hexadecimal integers, prefix H' or Ox is attached. For decimal
integers, prefix D' is attached. If no prefix is attached, a decimal integer is
assumed.

shnnnn Sample files are stored in the directory having the device name (e.qg.,

‘sh73180’ directory for the SH73180). This directory is referred to as
shnnnn in this manual.

CFG_MAXTSKID

A variable name beginning with CGF_ is specified for the configurator.
For details, refer to section 10.6, CFG Name.

samples\

‘" is used to delimit directories and a character string that ends with
indicates a directory name. Directory names are basically expressed as
relative paths from the kernel installation directory. Note, however, that
some paths written in this manual start from the sub-directories of the
kernel installation directory when the paths become too long or
redundant.

Renesas Technology Homepage

Various support information are available on the following Renesas Technology homepage:

http://www.renesas.com/en/tools/

RENESAS



RENESAS



Contents

Section 1 Configuration of This Manual .............cceccveeviiiiniiiiniiieiieeeeeeee 1
SECHON 2 OVEIVIEW ..vvieeiiiiiieeeiiieeeeeiieeeeeettteeesibeeeessareeeesnseeesssnssaeessnnsaeesannns 3
2.1 FRALUIES ..eeeitieeeeeie ettt ettt e ettt e e ettt e e et e e e abte e e nbteeeaaateeeennbeeeenteeeeanbbeeeentaeeenbeeaens 3
2.1.1 Memory Object Protection FUNCLION...........cooeiiriiiiiiiiiiiieeiecc e 3
2.1.2  Conformance to Industry-Standard pITRON Specifications.........cc.cceevveerurennnen. 3
2.1.3  DSP/FPU SUPPOTT..ciiiiiiiiiiiiiienitestteeitestteeteesteesieesbtesbeesbeesnseesbeesbeesseesnsees 4
2,14 CONTIGUIALOT . ....ccuiiiiiiieietieie ettt ettt et ettt et et e bt et eeetesseesbeesbeenbeeneeeneeens 4
2,15 SAMPLES ..ttt et ettt a ettt et aeenbeen 4
2.1.6  Debugging Extension (Optional) ...........cccceeririiiiiinienieieeieeie e 4
2.2 Operating ENVITONIMENT . ....cc.ceeiuiiiriieniieenieerieesiteeste ettt e siteeste et e e siteesateesabeesaeeesaneenanes 5
Section 3 Introduction to Kernel.........ccoccoeeviiiiniiiiiiiiniieieeieeeee e 7
3.1  Principles of Kernel OPeration ............ccocccereeruieienienienieenieeie st sie ettt siee e 7
3.2 SEIVICE CAlIS ..uvieuiiieiiieiiiecieetteette et et e et e et e e bt eebeeesbaeesbeessbaessseesssaessseeasseensseeassaensaaens 10
TG T © 10} [<To] £SO 11
B4 TASKS ettt sttt ettt ettt et e e s et e et e e ateenaaee s 12
B4 T TaSK SHALC..couiieeiieiiieeieecte ettt ettt et e sab e e it e sabe e bt e sabeebae e abeeaeas 12
3.4.2 Task Scheduling (Priority and Ready QUEUE).........cceevverriierieiniiinieeieenieenne, 14
Section 4 Kernel FUNCHONS .......ccuviiiieiiiie ettt 17
4.1 APPIICALIONS ..ttt ettt ettt ettt ettt e e b e e b e b e e b e et e et st e satesaeenaeenteenteae 17
4.2 SYSEIN STALC...eeruvieruieeiteerteeitteerte ettt e rteestteestteesbteebteebteesbeessbaeeseesabeesseesabaesseesabeesnseenane 18
4.2.1 Task Context and NON-Task CONtEXL......cccuerrrrrrrrernieerieenieenieenieesieenreesveenane 18
4.2.2 Dispatch-Disabled State, CPU-Locked State, and Dispatch-Pended State .......... 18
4.3 Protection DOMAINS........cccuieiiieriieiiienteesteesteesteeeseeesteeesseeestseesseeessseesseeessseesseessssessseennes 19
4.4 Task Management........ccoeeiuieiieieeieniiert ettt ettt eate et et et e e eetesitesetesbeesbeenbeenteeneeeas 21
441 TaSK CratiON ..cccveeiieeeiieeiieeieeeieeeieessteeeieesteeesteesstaeeseeessaeeseessseenseessseesseeenes 21
4.42  Domain Of @ TaSK......eoviiiiiiiiieiiteeeeee et st 21
4.4.3  Task INTHAION ..eovviiriieiiieeieetc ettt ettt et e s e esbeeebeeeaaeeaee 21
4.44 Task Termination and DelEtion...........cocveerueiiiiiieiiiiniieeie et 22
4.4.5  Priority CRANGE ......cc.eoiuiiiiiieiieeieete ettt ettt sttt ettt 22
4.4.6 Task EXECUtiON MOQE ......c.ueeeuiiiiiiieeiieiiieeieecieeeiee st e eiee et eesiee e e eseaeeseveessnee e 22
4,477  Task State REfEreNCe.......ccovuieiuiiiiiieiii ettt see et e e saeeebeeeane e 23
4.5 Stack ManaQgemeNt........cccuiiriuiieriieiiieeriteeiteerite et esite et e st e e bt e esabe e bteesibeesbbeesabeesabeenaraees 24
4.5.1  Non-Task Context STACK .....eeevuiiiiiiiriieiiieeee ettt st 24



4.6

4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14
4.15

4.16

4.17

4.18

4.19
4.20

4.21

452 TaSK STACKS ..oiiiiieeiiieieee et e e e e e e et e e e e e e e raaaeeee s 24

Task SYNCRIONIZAION. ....c.eeitiiiiiiieiieet ettt s 25
4.6.1 Synchronization by Task Wakeup .........ccocceriiiiiiiniiiiiieeeece e 25
4.6.2 Forcible Cancellation of WAITING State ..........ccccceveeneenerierieeneenenieneeneenneens 25
4.6.3  SUSPENDED Sate .....cc.ceoteuieieiinieniinieniteitetetete sttt ettt ettt st sbe e enseneens 26
4.6.4  Task EVENt FIAZ ...ccuovviiiiiiiiieiit ettt e s 26
Task EXCEPtiON PrOCESSING .....eevuiiiiiiitieiieieeie ettt ettt st 28
SEMAPROTE ...ttt ettt ettt et e a e bt e bt e b et et et eaee e 30
EVENE FLAZ ..ottt ettt et sb e b et saee e 33
Data QUEUE ....eeeeeiieeeeiiieeeiee et e ettt e eet e e e e tb e e e e tbeeeesabaaeesabeeeessaeeeasaeeasstbeeeessbaeeesraaaans 35
IMAATIDOX ..ttt ettt et ettt et saeesae et e eae 37
IMIUEEX ..ottt ettt ettt et sat e st sae et et sat e sae e bt et e bt e b e sanenueenbeeaeenneeaneeas 40
MESSAZE BUFTET ..ottt sttt 43
Fixed-Size Memory POOL ........c.ooouiiiiiiiiieiee ettt 45
Variable-Size Memory POOL ........cocoiiiiiiiiiiiiieiee e 48
4.15.1 Fragmentation ......cccueerveeiieerieenieenteeniteesteesteesiteesiteesateesateesaseessseesaseessseesssesnsees 51
TimMe MaNAEIMENL .....ccoviiiiieiiieeiieeiie ettt ettt ete et e e stteebteesabeestteesabeesateesaseessseesaseennns 52
4.16.1  Time PIeCISION ..cueetiiiiriiiriiriieieetcete ettt ettt e e e st st aeeare e 52
4.16.2 System Clock Setting and Reference..........c.coceevieiiniinieieniiccceceeees 53
4.16.3 CyClic HANAIET .....coutiiiiiiiieiiiieeeee et s 53
4.16.4 Alarm HandIer .........ccccoeiiiiiiiiiieeee et 56
4.16.5 Overrun Handler .........coccooiiiiiiiiiiiiiiniicceceic ettt 58
4.16.6  TIMEI DITVET ...eeiiiiiiiiiiiiiciteectcetc ettt st s 59
4.16.7 Notes on Time Management..........ccceecueerruieriieeniienniieenieesieesreesieesreesreesneesanes 59
Optimized Timer DITVET .......ooiiiiiiiiiiei ettt ens 60
AT 1 OVEIVIBW ettt ettt ettt ettt et e s aee bt e bt et e et e ea e e s bt e bt enbeeateeseesbeesbeenbeeneeeneenas 60
A.17.2  OPCIALION -ttt ettt ettt ettt e sae e bt et e ea e s bt e s b e e beenbesaaesetesbeenbeeneeeneeens 61
4.17.3 Applicable MiCTOCOMPULETS.....cc.eeerurerriiieriieeniieenieeniieesiteesiteesereesiseesireenseeessseenses 62
4.17.4 Hardware InitialiZation ........cccccociriiriiniriiiniiieeeeeeese et 63
INterrupt MANAZEIMENL......cccueiiiieriieiiie ettt eite ettt ettt et te et e et e e bt eesabeebteesabeenbaeesaneeneas 63
4.18.1 Interrupt HandIer .........cccooiiiiiiiiiiiiieieiee et 63
4.18.2 Kernel Level (CFG_KNLLVL) ....cccciiiiiiiiiierie ettt 64
4.18.3 Disabling INtEITUPLS .....cceeruiiitieitiiiieit ettt st s eae 64
CPU EXCEPUON c.vtieiiiiiiiieeite ettt et ettt ettt et e st esbtesbte e bt e sbteessbeenbaeesasesnseeenssesnsees 66
Extended Service Call and Trap.........cccevueerieeniienieenieenieete ettt 67
4.20.1 Extended Service Call.........ccoceiieririiiiiiinienieiieieeeeneeieeteere et 68
B.20.2  TTAP ettt ettt h e bttt ettt a e h ettt e it e e bt e nbe e beenaeenteeaee e 68
Memory Object Protection FUNCHON. ........c.cooiiiiiiiiiiiiieieeee e 68
211 OVEIVIBW ettt et te et te bt e e e et e s bt e s bt ete e et sateea e e s bt e bt enbeeasesseesbeenbeenbeeneeeneens 68
4.21.2 MemOTY ODBJECE TYPES .eevuveeeiieriieiiieeiieeite ettt eriteeite et e it sire et esareesieeesareenaees 71



4.21.3 Attribute and DOMAIN ........oooouviiiiiiiiiiiiiiiiee et 71

4.21.4 Access Permission VECIOT.........coueiuieriiiiieieeieitiesieete ettt 73
215 PAZE SIZE ittt ettt ettt ettt nae s 74
4.21.6 Detection Of TI1e@al ACCESS ....c.viirieiriiiniieiieeiteete ettt st s 75
4.21.77 TLB MiSS PeNalty .....ccovuiiiiiiiiiiiiieiie ettt st s 76
4.21.8 Access Permission Check (Prb_mem) .........coccueeviiiiiiiniiiiniienieenieeeiee e 77
4.21.9 Check for Errors in Address Parameters of Service Calls..........occoeeivieniencnnnen. 77
4.21.10 MMU INitialiZAtiOn «...ooueeeuiereieiieieeiieetiesieeie ettt ettt eesaee e 77
4.22  Protected Memory POOL ........cooiiiiiiii e 78
4.23  Protected MailDOX .....cocueeiiriiriiniieieiieiie ettt ettt st sttt e et 80
4.24  System Memory Management .........ccocueeriierieenieeriieenieenteesieesiseesbeessseesbeessseessseesnseesnne 83
4241 SYStEM POOL ....oouiiiiiiiiiiiiieee ettt e 83
4.24.2 ReSOUICE POOL .....cooiiiiiiiiiiiiiii et 84
4.25 DSP Standby CONIOL.......coouiiiiiiiiiieiie ettt ettt ettt e st e b e teeneeens 84
4251 OVEIVIBW...eintietietieteeite et et e st e sttt et at e s b e bt et e e st e eatesatesbee bt enseenteeateeaeesaeenseensean 84
4.25.2 Applicable MiCTOCOMPULETS.....ccocvterueeriierieeriieeieesieeesieesbeeesieesbeeesseessbeesssaesane 85
4.25.3 Module Stop State of X/Y Memory when Initiating Programs............cccccveevueenne 86
A.254 INOLES .eeuvieetieieeeiteie ettt ettt ettt et ettt ettt et et st et ae bt ettt s be e e es 86
4.26 Performance Management ...........ccueiuieruierierrierieeteeitesteente et ete e e eitesseesbeesbeeseeeeeeeesaeeeas 87
4.27  Service Call TTACE.....ccueruieitieitieieee ettt ettt sttt sb e ettt e e e nee e 88
4.28  Other FUNCHIONS. ....cc.eiiiiiitietieitteteee ettt ettt b et st e st e s bt e sbeenbeeteeaeeene 90
429 KerNel TAING ..oovieeiieiiieeiie ettt et sttt e st e st esab e e ebeesabeesbeeeane 91
4.30 Resetting the CPU and Initiating the Kernel..........c.cccoooieniiiiniiiniiiniiiieciceeceeeeee 92
4.31 Controlling Memory Fragmentation (VTA_UNFRAGMENT Attribute)..........cccceeruvennee 95
4.32  Debugging EXtENSION . ......cccoiririiiiiieieieieneettee ettt ettt e st 98
Section 5 Logical Address Space.......c.cccocueeveeriiieiieniiiiieeeceeeeeeceeeee e 99
5.1 OVEIVIBW ..eiuiiiiiiiiiiiientett ettt sttt et et et st st b et e s naee e 99
5.2 When Memory Object Protection Function Is Not Used .........cocceevveeriieiniieniieeniienieenne. 99
521 OVEIVIEW..oiiiiiiiiiiiiieiteeitettcit ettt ettt ettt sttt ettt s s saeesbeenaeemeesaneeae 99
5.2.2  EXternal MEIMOIY .....cocueiiiiiiiiieieeie ettt ettt et st sae e e e ens 101
5.2.3  ON-Chip MEMOTY ... coiuiiiiiiiieiieieeiieei ettt ettt et et e eestesaeesaeenaeeeeens 102
5.3 When Memory Object Protection Function Is Used .........cccceveevieiinienieneiieneeceee 103
5301 OVEIVIEW .ottt sttt ettt et sbe et st s saeesbeeneeas 103
5.3.2  External MemOTY SPACE......cccueeiuiiirieriiieniieeiteesiieeiteeniteesiteesireebeeesaeesieeesaneeaees 105
5.3.3  ON-Chip MEIMOTY ....coiiiiiiieiiieeiie ettt ettt ettt sebeesiaeesabeesateesbeesanes 106
5.3.4  NOLE ON USE ..eoniiiiiiiiiiieiieeeteett ettt et et ettt e s et esane e 107
5.4  On-Chip Resources Allocated in P4 AT€a.......ccceeveiiiiiiiiinienieeeeee e 107
5.5  On-Chip Resources whose Physical Addresses Are Allocated in Area 1 ........ccccceceeeeeee. 107
5.6 32-Bit Address Extended MOde.........cocueeiieiinienienienieiieiicetcneeniceiceteere et 108



SECION 6 SEIVICE CallS ceuuueiiiiiiiiieeeee ettt e e e ettt eeeeeeeeeeees 109

6.1

6.2

6.3

6.4

6.5
6.6
6.7

6.8

vi

C-Language APL ... ... 109
6.1.1  Calling FOrM ...cc.oiiiiiiiiiieiceieete ettt e 109
6.1.2  Header File.......coooviiiiiiiiieeee ettt e e raa e e areaaens 109
6.1.3  Header Files Output from the Configurator...........cccevveevieenieeniieenieeniee e 109
6.1.4  Basic Data TYPe.....covouieeiiiiiieeiee ettt sttt sttt n 110
6.1.5  Constants and MACTOS ..........eeeeiuiiieeeiiie et e eetee e et eeee e e eete e e eeeaaeeeeeaaeeeeeaenaeas 111
Register Contents Guaranteed after Issuing Service Call .........cccooeiiiiiiiiniiiiineniee, 115
Return Value of Service Call and Error Code............coooueeiieiiiiieciiiceeieeeecee e 116
0.3.1  OVEIVICW oueiiiiieiiiie ettt ettt e ettt e e ettt e e e te e e e et e e e esaaeeesatsaeeestseeaesssseseenssaeeesssseaans 116
6.3.2  Parameter Check FUNCHON........c..oiiiiiiiiiciieeccce et 116
6.3.3  Access Permission Check Function for Address Parameters..............ccceeeeunnennn. 116
60.3.4  E_INOSPT EITOT.....oi ittt et e e eeaaeaeen 116
System State and Service CallS.........cccoviiriiiiiiiiiieieeeee ettt 117
6.4.1 CPU Exception HandIer..........ccccoooiiiiiiiiiiiiiiiiieceseseeeee e 117
6.4.2 Task Context and Non-Task CONteXt.........cccevrireeriuiiieniiieeeiiieeeeiieeeeerreeeeeveeens 117
6.4.3  CPU-LOCKEA StALE .......oeeieiriieeeiiieeeiiieeeciieeeeiree e et e e eevreeeeireeeeabreeeeassaeeeeseaaans 118
6.4.4  Dispatch-Disabled State.........ccocuieriiiiriierieinieerieesie ettt 118
6.4.5 When SR.IMASK is Modified to a Non-Zero Value through chg_ims in Task
(60031115 < SHUUT U USSP TP UURORN 118
Service Calls not in the pITRON4.0 Specification...........cocceeeeeeecienienieneneneneeeeeenenne 119
Service Call Description FOIML........cccueoriiiniiiniiiieeieeteee ettt 120
TasKk ManaQ@EmMIENL. ......c.c.eeriieriiieriieeiieeiteeiteeieeeitesbeeesbteebteesbtessbteesabeebaeesaseensaeessseensees 122
6.7.1 Create Task (cre_tsk, icre_tsk, acre_tsk, iaCre_tsK) ........cccccevvvvrvrereeeeesiinereeeeeennns 124
6.7.2  Delete Task (AEl_tSK) .....oeoiiueieeeiiiie ettt et e et e e eeaaeeeea 132
6.7.3 Initiate Task (act_tsK, 18Ct_tSK) .......ccevurriiiieiieeeiiie et 133
6.7.4  Cancel Task Initiation Request (can_act, ian_act) .......c.ccecceeveereeriereencenieeneenns 135
6.7.5 Initiate Task and Specify Start Code (sta_tsk, iSta_tsk)......ccocceevevieriiernieiineennneenn 136
6.7.6  Exit Current Task (ext_tsk) and Exit and Delete Current Task (exd_tsk) ........... 137
6.7.7  Forcibly Terminate Task (ter_tSK) .......ccoovuerviiiiieriiiiiiieeiceecec e 139
6.7.8  Change Task Priority (chg_pri, iChg_pri) .....ccccoeieiieiiiiiiierieieneeeceeeee 140
6.7.9  Refer to Task Priority (get_pri, iZEt_PIi) ....ccccocemirieriririeeieriienenieeeseeeeeeeenne 142
6.7.10 Refer to Task State (ref_tsk, iref tSK)......ccccoeeiiiiiiiiiiieiiee e 143
6.7.11 Refer to Task State (Simple Version) (ref_tst, iref tSt) .....ccoceevceeervienieerieennenn. 147
6.7.12 Change Task Execution Mode (vehg_tmd) ........ccoceevieeniiiiniiieniiiiniieeiee e 149
Task SYNCHIONIZAION. ......eiiuiieriieiiiierteeste ettt ettt e et e sabeesaeeesabeenaees 150
6.8.1  Sleep Task (SIp_tsk, tSIP_SK) .eo.eerieriieiieiieieeee e 152
6.8.2  Wake up Task (Wup_tsk, iWup_tsK)......ccooeriiriiiiiiienieieeee e 153
6.8.3  Cancel Wakeup Request (can_wup, iCAN_WUP)....cccueerueerueriieriienienienieenieenieeeens 154
6.8.4  Cancel WAITING State Forcibly (rel_wai, ire]l_wai) ........cceevveereienienneerniienneenn 155

RENESAS



6.9

6.10

6.11

6.12

6.13

6.8.5 Suspend Task (Sus_tsk, iSUS_tSK) ....ccceerieriimiiiiiiiiiieeeeceeee e 156
6.8.6  Resume Task (rsm_tsk, irsm_tsk) and Resume Task Forcibly

(frsm_tsk, IfrSM_tSK)...coveiiiieiiieee e 158
6.8.7  Delay Task (ALY _tSK)...cueeiiiirieiiiieieeieee ettt s 159
6.8.8  Set Task Event Flag (vset_tfl, ivset_tfl)......ccocevrviiniiiiniiiniieiieieceeeeeeeeee 160
6.8.9  Clear Task Event Flag (vclr_tfl, ivelr_tfl)....oooeeviiniiiniiiiiiieeeeee, 161
6.8.10 Wait for Task Event Flag (vwai_tfl, vpol_tfl, vtwai_tfl) .........ccoocereiriiniinacns 162
Task Exception Processing FUNCHONS. .......ccooiiiiiiiieiieieeee e 164
6.9.1 Define Task Exception Processing Routine (def_tex, idef_tex) .........ccceceerreens 166
6.9.2 Request Task Exception Processing (ras_teX, iras_teX)......cccevverrurervuerneeeriueennne 169
6.9.3  Disable Task Exception Processing (diS_teX) ......cceovueerierriierieeniienieenieesieennne 170
6.9.4  Enable Task Exception Processing (€na_teX) .......cccceeerierreeerieenieeniueenieeneeennnes 171
6.9.5 Refer To Task Exception Processing Disabled State (SNS_tex) ........ccccecveveuennens 172
6.9.6  Refer to Task Exception Processing State (ref_tex, iref_tex) .......c..ccoocevceereennens 173
Synchronization and Communication (Semaphore)............ccceeverierieneenienieieeeeeeens 175
6.10.1 Create Semaphore (cre_sem, icre_sem, acre_sem, iaCre_Sem).........cceerveeruveennee 176
6.10.2 Delete Semaphore (del_SEm) .......cccueeruiiriiirriiieiiieeiie ettt 178
6.10.3 Return Semaphore Resource (sig_sem, iSiZ_SEM) .......ceervueerrrerriieeneenneeereeennnes 179
6.10.4 Wait for Semaphore Resource (wai_sem, pol_sem, ipol_sem, twai_sem) .......... 180
6.10.5 Refer to Semaphore State (ref_sem, iref_sem) .........ccccceeeeieriinieniinienieneees 182
Synchronization and Communication (Event Flag) ...........ccocoeeiiiiiiiiniiniiiiencecees 184
6.11.1 Create Event Flag (cre_flg, icre_flg, acre_flg, iacre_f1g) .......cccevvuvrriveerirnreennnne. 186
6.11.2 Delete Event Flag (del_f1Z).....ccccuviriiiriiiiiiiniieeieeieeeteerieereese et 188
6.11.3 Set Event Flag (set_flg, iSet_f1gZ).....c.ccoetrriiiiniiiniiiiieieeieeeecte e 189
6.11.4 Clear Event Flag (clr_flg, iclr_flg) .....ccoiiiiriiiieeee e 190
6.11.5 Wait for Event Flag Setting (wai_flg, pol_flg, ipol_flg, twai_flg) ......c..cccceceeue. 191
6.11.6 Refer to Event Flag State (ref_flg, iref_flg)........cccooiniiiiniiiiiieeeee 194
Synchronization and Communication (Data QUEUE)..........ccecueerierriiieriieeniienieenieesieenaees 196
6.12.1 Create Data Queue (cre_dtq, icre_dtq, acre_dtq, iacre_dtq) .....cc.cceerverrveerveennen. 198
6.12.2 Delete Data Queue (del_dtq).......cceevueerriirriiieriiieniieniieeiee sttt 200
6.12.3 Send Data to Data Queue (snd_dtq, psnd_dtq, ipsnd_dtq, tsnd_dtq, fsnd_dtq,

IESIIA_AEQ) ettt ettt ettt 201
6.12.4 Receive Data from Data Queue (rcv_dtq, prev_dtq, trev_dtq) .ooeeveereeneeneeenens 203
6.12.5 Refer to Data Queue State (ref_dtq, iref_dtq).....cccceeveervierniiirriiiniiieiierieeeeeeee, 205
Synchronization and Communication (MailboX).........cceeeerviiirieriiiiinieeieenieeriee e 207
6.13.1 Create Mailbox (cre_mbx, icre_mbxX, acre_mbx, iacre_mbX).............ccceevurrrrnn... 209
6.13.2 Delete MailboX (del_mDbX) ......cccouiiiiiiiiiieiiie et 211
6.13.3 Send Message to Mailbox (snd_mbx, iSnd_mbxX) .........cccceereerinnenienienieneeeans 212
6.13.4 Receive Message from Mailbox (rcv_mbx, prcv_mbx, iprcv_mbx, trcv_mbx)..215
6.13.5 Refer to Mailbox State (ref_mbx, iref mbX) ........cccoeevvreiiiiiiiiiiiiiieee e, 218

Vvii

RENESAS



6.14

6.15

6.16

6.17

6.18

6.19

6.20

viii

Synchronization and Communication (MULEX) ........ccueruerieriereererrienie et sieenieeeens 220
6.14.1 Create Mutex (Cre_mtX, ACTE€_IMEX) ......oeeeiuireeeiurieeeerieeeeiteeeeesreeeeeiareeeeeseeeeeeaeeeens 221
6.14.2 Delete Mutex (Ael_MEX) .....c..eeieiuiiiieieie ettt ete e et e e eeaee e e eaeeeean 223
6.14.3 Lock Mutex (loc_mtx, ploc_mtx, tIOC_MtX) .....ceerrrirrrerriieeriienieeniieeiee e e 224
6.14.4 Unlock MuteX (UNI_IMEX) ...oeeeeiiiiiiireeieeeeieeiiireeeeeeeeesrreeeeeeeeesenrereeeeeeeeeesrnreeeeeeeens 226
6.14.5 Refer to Mutex State (Fef_MEX)..cccoiuvriiieieeiiiiiiiee et eeeeerre e ee e e ee e 227
Extended Synchronization and Communication (Message Buffer) .........c.cccccoceeveeceecennns 229
6.15.1 Create Message Buffer (cre_mbf, icre_mbf, acre_mbf, iacre_mbf) .................... 231
6.15.2 Delete Message Buffer(del_mbf)...........cooieiiiiiiiiiniiieeeecee e 234
6.15.3 Send Message to Message Buffer (snd_mbf, psnd_mbf, ipsnd_mbf, tsnd_mbf). 235
6.15.4 Receive Message from Message Buffer (rcv_mbf, prcv_mbf, trcv_mbf)............ 238
6.15.5 Refer to Message Buffer State (ref_mbf, iref_mbf)........c.ccooviniiiiniiniiinnnnnn. 240
Memory Pool Management (Fixed-Size Memory Pool).........ccccooieiieniniiniiiiinieicee, 242
6.16.1 Create Fixed-Size Memory Pool (cre_mpf, icre_mpf, acre_mpf, iacre_mpf) ..... 244
6.16.2 Create Fixed-Size Memory Pool and Specify Access Permission Vectors
(ACTA_INPL) conteeteeeteee et ettt et e bttt e b e aeas 248
6.16.3 Delete Fixed-Size Memory Pool (del_mpf)........ccocceeriiiniiiniiieniieniienieesieeeeene 250
6.16.4 Get Fixed-Size Memory Block (get_mpf, pget_mpf, ipget_mpf, tget_mpf) ....... 251
6.16.5 Release Fixed-Size Memory Block (rel_mpf, irel_mpf).......c..ccocceroinaninninnnns 253
6.16.6 Refer to Fixed-Size Memory Pool State (ref_mpf, iref_mpf)..........cocevienienies 254
Memory Pool Management (Variable-Size Memory Pool) ........c.ccocceeviiniiiiiiineniees 256

6.17.1 Create Variable-Size Memory Pool (cre_mpl, icre_mpl, acre_mpl, iacre_mpl).. 258
6.17.2 Create Variable-Size Memory Pool and Specify Access Permission Vectors

(IVETA_TINIPLY 1evieiiieitieetee ettt ettt ettt et sabe et e st eesateesaneenaees 264
6.17.3 Delete Variable-Size Memory Pool (del_mpl) .........cccoeeriinenniiiiiiininieieeens 266
6.17.4 Get Variable-Size Memory Block (get_mpl, pget_mpl, ipget_mpl, tget_mpl).... 267
6.17.5 Release Variable-Size Memory Block (rel_mpl, irel_mpl) .........ccoceveirnienanncnns 270
6.17.6 Refer to Variable-Size Memory Pool State (ref_mpl, iref_mpl).......ccccceerveenneen. 271
Time Management (SyStem ClOCK) .....ccc.eivriiiiiiiniiiiieieeieeteese et 273
6.18.1 Set System Clock (Set_tim, 1SEt_tIM) ....ccvvverrueerieerrieenieenieerreeieeerireeieeesieeeeeees 274
6.18.2 Get System Clock (get_tim, iZEt_timM) .....cceeveeruierierieiieiiericere et 275
Time Management (Cyclic Handler) ...........coocooiiiiniiiiiiieeeeeeeeee e 276
6.19.1 Create Cyclic Handler (cre_cyc, icre_cyc, acre_cyc, 1aCI€_CYC) ..c.ccerveerueerureunenns 277
6.19.2 Delete Cyclic Handler (Ael_CYC)....cueeruirriirriieniieniienieenitesteesiee e 281
6.19.3 Start Cyclic Handler Operation (Sta_Cyc, iSta_CYC) ..cevvverrurerrernieeerienieesreenneens 282
6.19.4 Stop Cyclic Handler Operation (Stp_CYC, iStP_CYC) .eervrrrrrierieenieerieenieesveeeeens 283
6.19.5 Refer to Cyclic Handler State (ref_cyc, iref_CYC)....cccevereireenienieiieieeieeeeens 284
Time Management (Alarm Handler)..........ccooooiiiiiiniiniiieeeeeeeee e 286
6.20.1 Create Alarm Handler (cre_alm, icre_alm, acre_alm, iacre_alm) ..................... 287
6.20.2 Delete Alarm Handler (del_alm) ..........ccoovivviviiiiieeiiiiiiiiee e eeeeiveeeee e 290

RENESAS



6.21

6.22

6.23

6.24

6.25

6.26

6.20.3 Start Alarm Handler Operation (sta_alm, ista_alm).......cccccoccereeneenennieniceneeninnns 291

6.20.4 Stop Alarm Handler Operation (stp_alm, iStp_alm) .........cccceevevuenenenenenieenenens 292
6.20.5 Refer to Alarm Handler State (ref_alm, iref_alm)...............oooveeiiiiiiiiiiiini. 293
Time Management (Overrun Handler)..........cooviveiiiniiiniiiiiieieciececcriee e 295
6.21.1 Define Overrun Handler (def_OVI) ......ooieiiieiiiiieiiieieeeieeeee e 296
6.21.2 Start Overrun Handler Operation (Sta_oVvr, 1Sta_0VI)....ccceveveerrueerieersieenieesneeennnes 298
6.21.3 Stop Overrun Handler Operation (Stp_ovr, iStP_OVI)..c..ccceeeeeeeuenienereneneeienens 299
6.21.4 Refer to Overrun Handler State (ref_ovr, iref_ OVI) .....ccooiiiiiiiiiiiiiiiiciecee. 300
System State ManaemeENL .........covvierieeriienieenieerieenie ettt ettt e st et eseeesateeseeenaees 302
6.22.1 Rotate Ready Queue (rot_rdq, irot_Tdq) ....ceevveerveenieerieeniieniee e eieesiee e 304
6.22.2 Get Task ID in RUNNING state (get_tid, iget_tid) ....cccceevcreeriieeniienieennieeneeenee. 305
6.22.3 Get Domain ID of the Task in RUNNING State (get_did, iget_did)................... 306
6.22.4 Lock CPU (10C_cpu, 1l0C_CPU)...eeeuiiriieriieiiieiieieeie ettt s neeens 308
6.22.5 Unlock CPU (unl_cpu, iUNl_CPU)...eeruiiriiiriieiiiieiieeeeeeteee et 310
6.22.6 Disable Dispatch (diS_dSP) ..ecveeeveeruerrierieiieniierieee ettt 311
6.22.7 Enable Dispatch (ENa_dSP) ..c.eeeeveeeriieeiiiiiieeiieerie ettt s 312
6.22.8 Refer to CONtEXt (SNS_CEX) wuvvrreiieeiiiiirieeeeeeeeiiireeeeeeeeeeiiirareeeeeeeeeestrrreeeeeeeeenrrreeeess 313
6.22.9 Refer to CPU-Locked State (SNS_LOC) ....ccccieeiiireiiiieeeeiiiieeeee et 314
6.22.10 Refer to Dispatch-Disabled State (SNS_dSP).....cceeveerverierienieneinieeieeieeeenieenieens 315
6.22.11 Refer to Dispatch-Pended State (SNS_dPm).....cccueeverierienieeieniienie e 316
6.22.12 Start Kernel (vsta_knl, ivsta_Knl) .........cccoooiiiiiiiiiiiiiicceee e 317
6.22.13 System Down (VSYS_dWn, 1VSYS_AWN) .eecueerriieriieniieniienieeeieeeiee e eieeesee e 320
6.22.14 Acquire Trace Information (VZet_trc, iVZEt_IC)...covvuierrierrrieerieeniienieesieeseee e 321
6.22.15 Acquire Start of Interrupt Handler as Trace Information (ivbgn_int).................. 322
6.22.16 Acquire End of Interrupt Handler as Trace Information (ivend_int)................... 323
6.22.17 Change DSP (TA_COPO0) Attribute (VChZ_COP)....eeoveeieriiaieeieiieiiereeneeieeee 324
Interrupt Management. . ......oc.ueevueiiiiiirieiiieeete ettt ettt et et e bt eree e 326
6.23.1 Define Interrupt Handler (def_inh, idef_inh).......cc.cccooviiniiiiniiiniiiniinieeieeee, 327
6.23.2 Change Interrupt Mask (chg_ims, ichg_ims).......cccccueeriirniiiniieiniienieenieeeieeene 331
6.23.3 Refer to Interrupt Mask (get_ims, iget_imS)......ccceervurerieercieeriieeniieeieesieeeiee e 333
Extended Service Call and Trap Management...........c.ceceerueerieriienienienienieeieeee e naee 334
6.24.1 Define Extended Service Call (def_svc, idef_SVC)......ooovviiiiiiiieiiiiiiieieeeee. 336
6.24.2 Issue Extended Service Call (cal_svc, ical_SVC) ....ccoeiieeiuiieiiiiieeeciee e 339
6.24.3 Define Trap Routine (vdef_trp, ivdef_trp)....ccceovveereieriieniiiiieeieeieeee e, 340
System Configuration Management............ceeecueerriieriiernienniieenieenee e et e sveesieeesveesanes 343
6.25.1 Define CPU Exception Handler (def_exc, idef_eXC).....cevvvrrverniieniennieenieennne. 344
6.25.2 Refer to Configuration Information (ref_cfg, iref_cfg)........ccecenvininiiniinnnnns 348
6.25.3 Refer to Version Information (ref_ver, iref_Ver) ..........ccccooeveeiiiiiiieciieeeeee. 351
Memory Object Management FUNCHON ........cocoeiieiiiiiiiiiiieiiececee e 353
6.26.1 Change Access Permission Vector for Memory Object (sac_mem).................... 354

RENESAS



6.26.3 Refer to the Memory Object State (ref_mem) ........c.ceeveveeveveenieneninrcneneeeeeenn 359
6.26.4 Lock TLB Entry (VIOC_tID) .c..ceiuiiiiiiiiiiiiiieieeeeeeeee et 361
6.26.5 Unlock TLB Entry (VUNI_tID) c...coviiiriiiiiiiniieiieeeiee ettt 363
6.27 Protected Memory POOl Management...........cccueeruierieeriieniiiesiiieeieesieeeieesieeeseesineeneees 364
6.27.1 Create Protected Memory Pool (iCTe_mpp) ......cveeveveerreinieeriienieenieesiee e s 365
6.27.2 Poll and Get Protected Memory Block (pget_mpp)......cccceeveeveenieriinienienieeieans 368
6.27.3 Release Protected Memory Block (1el_mpp)......cccceeereeniinerneinieiienienceneeieens 370
6.27.4 Refer to Protected Memory Pool State (ref_mpp) .......ccoooeeveenernenienienieieees 372
6.28 Protected MailboX Management ...........c.eevueeriieriieiiieniieeieesiee e eieeeieeesiaeeieeesiaeeaee s 374
6.28.1 Create Protected Mailbox (cre_mbp, icre_mbp, acre_mbp, iacre_mbp).............. 376
6.28.2 Delete Protected Mailbox (del_mbp)........coevueeriiiriiiiniiinieeniieniee e 378
6.28.3 Send Message to Protected Mailbox (Snd_mbp).....c..cccevereeveienenineneeeeecnnenn 379
6.28.4 Receive Message from Protected Mailbox (rcv_mbp, prcv_mbp, trcv_mbp) ..... 382
6.28.5 Refer to Protected Mailbox State (ref_mbp, iref_mbp) .......ccccerieniiniinnniennnn, 385
6.29  System Memory Management ...........ccecueerveeriueeriieriieerieesieesiteesueesreessseessseessseessseesssees 387
6.29.1 Refer to System Pool State (VIef_SYP)..coceervieriiiiriiiiiiieieeieeiee e 388
6.29.2 Refer to Resource Pool State (VIEL_1SP) c.veevveeriiieriiiiiiieeiieiieeeiee e 390
6.30  Performance Management ..........ccooeruieeeeeieniinienieeitetetetentesie st eeetesae st see e enene e 392
6.30.1 Start, Stop, or Initialize Performance Measurement (vchg_ppc, ivchg_ppc)....... 393
6.30.2 Refer to Performance Measurement Result (vref_ppc, ivref_ppe) .....cccceeeeeneeee 395
Section 7 Cache Support FUNCHONS.........coocuiiiiiiiiiiiieiiecieeciee e 397
Tl OVEIVIBW .ottt sttt ettt ettt ettt et st st sat e bt et sat e sae e b e b eneeanees 397
B 0] (1 PRSP PSRRPPRRRNt 398
7.3 Functions in CaChe_ShAa.N c.......ooiiiiiiiiiiiiiic e 398
7.3.1 Initialize Cache (Sh4a_VINI_CAC)......cceeeeeiueieeeiiieeeeiie e et et eeae e e 399
7.3.2  Clear Cache (Sh4a_VCIr_CAC) ....ccovviuurriiiieeeeeiiieeee et 401
7.3.3  Flush Operand Cache (sh4a_vflS_CacC).......cceevetrrierriiiniiiiierieeieereeeie e 403
7.3.4 Invalidate Cache (Sh4a_VINV_CAC))..uuuieiiiiiieiiiiiiiieeeeeeiiieeeeeeeeeeeereee e e 405
7.4  Functions N CACHE SHX2.N..ueeeeeeeieieeeeeee e aaeaesnsnnnans 407
7.4.1 Initialize Cache (ShX2_VINI_CAC)......cccuiiiiiiuiiiieiiie et 407
7.4.2 Clear Cache (ShX2_VCIr_CAC) ..cuviiiiiiiieeeiiie e 409
7.4.3  Flush Operand Cache (ShX2_VIIS_CAaC) ..ccceevvuiiiniieiiiiiiieiieeieeieeeee e 411
7.4.4 Invalidate Cache (ShX2_VINV_CAC))..uuuriiiiiiieiiiriiiiieeeeeeiiiieeee e eeeeireeeeeeeeeeetnreeeees 413
Section 8 Application Program Creation.............ceecvveerueeenieeinieesnieesnieeseeens 415
T B I T €U PUUSRRT 415
1.1 WIiting @ TaSK ...coouiiiiiiieeeeee e 415
8.1.2  Rules 0n USING REGISEIS ....ceovuiiriiiiiiieiiiieriteeiie ettt see e 417
X

6.26.2 Check Access Permission for Memory Area (prb_mem) ........ccccceveevueeneeeiernenne 356

RENESAS



8.2

8.3

8.4

8.5

8.6

8.7

8.8

8.9

8.10

Task Exception Processing ROULINES .........ccccceriiriniiiiieieieninenceercecreneesese e 419

8.2.1 Writing a Task Exception Processing Routine............c.cccecveevirieninincneenenicnnenn. 419
8.2.2  Rules on Using REZISEIS .......ceiuieruieriieiieiieiieieeiiestte ettt 420
Extended Service Call Routines and Trap ROULINES .........ccccovuieriiiiiiieenieiiieeieeieeeieeee 422
8.3.1  Writing an Extended Service Call Routine or a Trap Routine..........ccccccevveenneenn. 422
8.3.2  Rules 0n USING REGISETS .....veiruiiiiiiiriieiiieeiee sttt sttt sttt st e s e s s 424
Interrupt HANAIETS ...co.veeeiiiiieeieeeee ettt s 427
8.4.1 Writing an Interrupt Handler...........c..cooiiiiiiiiiiiieeeee e 427
8.4.2 Rules on Using REZISEIS ....c..ceriiiuiiriieiieiieiieieeiiestee ettt 428
8.4.3  DSP and FPU .....cooiiiiiiiiiiiiiee ettt 429
8.4.4  NOtes 0N NMI .....oooiiiiiiiiiiiiiiiitetee ettt e s s e saeesaeere e 429
Interrupt and Exception HOOK ROULINES......cccueeviiiriiiiiiieiie et 430
801 OVRIVIEW .ttt ettt ettt e a e e b e s bt e be e be e bt e et st e eaeesaeenaeenteans 430
8.5.2  Writing a HOOK ROULINE......ccuiiiiiiiiiiiii it 431
8.5.3  Rules on Using REZISEIS ....c..ceieiiuieriiiiieiieieeieeitesitesee et 431
8.5.:4  INOLES ..viiiiiiicie e s 433
Time Event Handlers ..........cccooiiiiiiiniiniiiiiccceeecteste et 434
8.6.1  Writing a Time Event Handler.............ccoocveviiiiiiiniiiiiicceeecteeee e 434
8.6.2  Rules on Using REZISEIS ....c..cevueiiuiiriieiieiieieeieeiie sttt 435
8.0.3  DSPand FPU .....cccooiiiiiiiiiiiiiietceectetentee ettt 436
Initialization ROULNES .....c.oeiuiiiiiieiieiee ettt 437
8.7.1  Writing an Initialization ROUtINE ..........coocviiiiiiniiiiniiiiiiieeee e 437
8.7.2  Rules 0n USING REGISETS ..c..veiviiiiiiiriieiiieeiee sttt sttt st e s e s s 438
8.7.3  DSP and FPU .....ccooiiiiiiiiiiieteete ettt st 439
CPU Exception Handler..........ccooouiiiiiiiiiiieeeeeee et 440
8.8.1  Writing the CPU Exception Handler .............ccccoviiiiiiiniiiiiieceeeeeee 440
8.8.2  Macros Specialized for CPU Exception Handler...........c.ccooceviiniiiiniiniininen, 442
8.8.3  Rules 0n USING REGISETS ..c..veiruiiiiiieiiieiiieriee sttt sttt sttt st e s s 447
8.8.4  DSP and FPU .....cccooiiiiiiiiiiieeeeeete ettt 448
Memory Access Violation Handler.............ooceiviiiiiiiiiiiiiiiiiecieeece e 449
801 OVOIVIEW ..ttt ettt ettt ettt e a e s b e s bt e be e bt e bt e et sateeaeesaeenaeenteans 449
8.9.2  Writing the Memory Access Violation Handler ............cccccevivininininnnnencnnenn. 449
8.9.3  Macros Specialized for CPU Exception Handler...........cccccooininininncicncnennnn. 450
8.9.4  Rules 0n USING REGISETS ..c.uveiruiiiiiieriieiiieeiee sttt sttt sttt st e s esaaee s 451
8.9.5 DSP and FPU .....cocoiiiiiiiiiiieeeeetet ettt st 452
System DOWN ROULINE .....ccc.eiiiiiiiiiiiiieiit ettt ettt 453
B.L10.1  OVEIVIEW ..ttt ettt ettt ettt e at e b e s bt e bt e bt e bt e et sateeaeesaeenbeenteans 453
8.10.2 Writing the System Down ROUINE .........ccoeiiiiiiiiiiniiiieeeecec e 453
8.10.3 Rules on Using REZISEIS ....c..cevueeruiiriieiieiieieeieeitestteeeie ettt 454

xi

RENESAS



Section 9 Standard TIMET DITVET .......eeeeiiiiieiiieeeeeee ettt e e e eeeerenas 455

L2 B 0 ) /<) o 1) 2O OO 455
9.2 Configuration of FUNCLONS ......cccouiriririeiiieniiiene ettt 455
9.2.1 Timer Initialization Routine (_kernel_tmrini())........cccovuvrrereeemiiinreieeeeeeeirnneenn.. 456
9.2.2  Timer Interrupt Routine (_kernel_tmrint()) ........cceeveerrierniienieeeniienieenieesieeee 458
Section 10 ConfigUrator ........cooovieiiiieeiiieeieeeee ettt e s eas 459
LO. T OVEIVIEW ..ttt ettt ettt ettt et h e b et e e ee e e e st e s bt e sbeenbe e bt eateeaeeebeebeenteantean 459
10.2 Linkage Unit, Kernel Lock Mode, and [Kernel Side]..........ccocevoiirinieniinnieiieieeieeeeeen 460
10.3 Configuration Files Output from Configurator...........ccocueevcieeriiieniieeniiieniiee e 460
10.3.1 Header Files for ApPliCation........cccueeruiiirieeniiienieeiieerie ettt ettt s 461
10.3.2 System Definition Files ........ccocciiviiiiiiiiiiiniiiieeteece et 462
10.4  USEr INLEITACE. .....oueetieiieie ettt sttt ettt ae e b et an 463
10.4.1 Screen COnfigUIAtiON .......cc.eeiieriieieiieeienteerie ettt ettt ce et setesaeesaeesaeeeeeaeeeae 463
1O.4.2 THIE BAT .euiiiiiiiiieiiee ettt ettt et et et esbe st se st eneeneesesnens 463
10.4.3 Menu Bar:[File] MENU ........ccccoiiiiiirieiieee e eeeeirreee e eeeetaee e e e e eeetaraeeeeeeens 464
10.4.4 Menu Bar:[VIEW] MENU.........cooiiiuuiiiiiieeieiiirieee et eeeeetree e e e e eeetrareeeeeeens 465
10.4.5 Menu Bar:[Generate] MENU...........uveeeeeeiiiiiinrieeeeeeeeiiinreeeeeeeeeeiirreeeeeeeeeesrnreeeeeeeens 466
10.4.6 Menu Bar:[Options] MENU..........ceoueiiiiiiiiiniieniieieeieeie ettt 466
10.4.7 Menu Bar:[Help] Menu .........ccociieiiiiiiiiiiiiiieceececeeeee e 467
10.4.8  TOOIDAL. ....eiutieiieiie ettt ettt ettt ettt et et satesaee bt ete et ene 467
10.4.9  Status Bar.....cocooiiiiiiiiiiieiieecteeee ettt e e 467
10.4.10 [Navigation] WinAOW ........c.eeeviiiiiiieniieieeieenieeste et e st e st e e sbeesbeesaree s 468
10.4.11 [Information INput] WindoW...........coeeiiiiiiriiiiiiiieenieeieesee et 469
10.5 Page CONfIGUIATION ....eetieiiiieiiieitieet ettt ettt ettt et et sbte bt e sbe ettt eateebeesbeebeeneeas 470
LO.6 CFG NAITIC ..ottt ettt ettt ettt e ettt e st et e b e st e e besaeeseeneeneensesseasesaeeneeneeneenes 472
10.7 Specifications for Pages and Dialog BOXES .......ccccvieriieiiiiiiiiiiie e 472
10.7.1  [Kernel] Pae.....cccueevuiiiiiiiiieiiie ettt ettt et n 472
1O.7.2 [CPU] PAZE ..ceouvieeiiieiiieeite ettt ettt ettt et sttt sttt s bt e e abeesbaeesaseenaeees 476
10.7.3 [Definition of On-chip Memory] Dialog Box and [Modification of Information
for On-chip Memory Definition] Dialog BOX........ccccoeoiriiniiniiniiiiiiieieiees 480
10.7.4 [Time Management Function] Page...........ccoceeiieiiniiiniiiiiniiecec e 481
10.7.5 [Debugging Function] Page ........cccoooeeiiiiiiiiiiiiiiieieeceeee e 484
10.7.6  [User Domain] Page.........coocueeriiiiiiiniieiiieniee sttt sttt st s 486
10.7.7 [Setting of User Domain ID] Dialog BOX ......ccocueiriiiiiiieniiiiiieeiiceiieeee e 487
10.7.8  [Performance] Page..........cooueeriiiiiiiiiiiiieeeieeseeste sttt s 487
10.7.9 [Service Call Selection] Page.........ccocceeiirienieiieiieieeieseeee e 489
10.7.10 [Interrupt/CPU Exception Handler] Page ..........c.ccoceeveeieiiiniininininecicicicicnns 493
10.7.11 [Modification of Interrupt/CPU Exception Information] Dialog Box ................. 495
10.7.12 [Definition of Interrupt/CPU Exception Handler] Dialog BoX..........ccccveeruveenneen. 496
Xii

RENESAS



10.7.13 [Static Memory Object] Page.........cccoceeeeieriiiiniininieieeecienicenie e 497
10.7.14 [Registration of Static Memory Object] Dialog Box and [Modification of

Information for Static Memory Object Registration] Dialog Box ..........c..c......... 500
10.7.15 [Initialization ROUtINE] PAE ........eoviiiiiiiiiiiiiiiieeiiecieeeeecte et 505
10.7.16 [Registration of Initialization Routine] Dialog Box and [Modification of

Information for Initialization Routine Registration] Dialog BoX..........cccceeeuuene. 507
10.7.17 [TaSK] PAZE ...ttt et 508
10.7.18 [Modification of Task Information] Dialog BOX........ccccceeviiriiniininniiiinieieeee, 511
10.7.19 [Creation of Task] Dialog Box and [Modification of Information for Task

Creation] Dialog BOX ......coiiiiriiiiiieniieniieeieete ettt 513
10.7.20 [Definition of Task Exception Processing Routine] Dialog BoX........cc.cccevuveeneee. 516
10.7.21 [Semaphore] PAge ........coouieiiiiiiiiiiieeiie ettt ettt 517
10.7.22 [Modification of Semaphore Information] Dialog BoX .........ccccoceveninieceecncnnenne. 519
10.7.23 [Creation of Semaphore] Dialog Box and [Modification of Information for

Semaphore Creation] Dialog BOX .......ccccoiiiiiiiiiiiiiieecece e 520
10.7.24 [Event FIag] Page.......c.ccoviiiriiiiiiieieeieete ettt ettt et e 522
10.7.25 [Modification of Event Flag Information] Dialog BOX........ccccevvviinieeniieniennnee. 523
10.7.26 [Creation of Event Flag] Dialog Box and [Modification of Information for

Event Flag Creation] Dialog BOX.......ccceviiiiiiiiiiiiiieeeeeeeeeeeee e 524
10.7.27 [Data QUEUE] Page .....ccueeuiiiiiiiiieiiee et 526
10.7.28 [Modification of Data Queue Information] Dialog BoX ........cccceevieiiiiiinieneennen. 528
10.7.29 [Creation of Data Queue] Dialog Box and [Modification of Information for

Data Queue Creation] Dialog BOX ......coocviiiiiiiiiiieniiiiiiieniiecieeeieeseesee e 529
10.7.30 [MaIIDOX] PAZE ..couveieniieiiiieiieeieeetteste ettt ettt et 530
10.7.31 [Modification of Mailbox Information] Dialog BOX.........ccccceeveinieniiiienieneenee. 532
10.7.32 [Creation of Mailbox] Dialog Box and [Modification of Information for

Mailbox Creation] Dialog BOX ......ccceoiiiiiiiiieniieceieee e 533
10.7.33 [IMULEX] PAGE....uviiiiiiiiiieiiieeieeette ettt ettt ettt e s saes 535
10.7.34 [Modification of Mutex Information] Dialog BOX.........cceccevviiiriiiniiienieeniiennnen. 536
10.7.35 [Creation of Mutex] Dialog Box and [Modification of Information for Mutex

Creation] Dialog BOX ....coo.oioiiiiiiiiiieiieeee et 537
10.7.36 [Message Buffer] Page.........ccccoooiiiiiiiiiiiiiee e 538
10.7.37 [Modification of Message Buffer Information] Dialog BOX ..........cccceevuerieneennen. 540
10.7.38 [Creation of Message Buffer] Dialog Box and [Modification of Information for

Message Buffer Creation] Dialog BOX......ccoceeiviiiiiiiinieiiiiiiieeiceiececeeeee 541
10.7.39 [Estimation of Message Buffer Area Size] Dialog BOX.......ccecceevviierniieriiieenieennne. 543
10.7.40 [Fixed-size Memory Pool] Page ..........ccccooiiiiiiiiiiiiiiieeceeeeeeee 543
10.7.41 [Modification of Fixed-size Memory Pool Information] Dialog Box.................. 545
10.7.42 [Creation of Fixed-size Memory Pool] Dialog Box and [Modification of

Information for Fixed-size Memory Pool Creation] Dialog BoX..........cccceevueeenee 547

RENESAS



10.7.43 [Variable-size Memory Pool] Page.........ccccoveiiiiiiiiiiniiiieeeeeec e 550

10.7.44 [Modification of Variable-size Memory Pool Information] Dialog Box.............. 552
10.7.45 [Creation of Variable-size Memory Pool] Dialog Box and [Modification of
Information for Variable-size Memory Pool Creation] Dialog Box .................... 553
10.7.46 [Estimation of Variable-size Memory Pool Area Size] Dialog BoX.................... 557
10.7.47 [Cyclic HandIer] Page.........cceeviiiiiiniiiiieeieeieet ettt s 557
10.7.48 [Modification of Cyclic Handler Information] Dialog BOX ........ccccceriivieninncns 560
10.7.49 [Creation of Cyclic Handler] Dialog Box and [Modification of Information for
Cyclic Handler Creation] Dialog BOX.......ccceceeiiiieiinienieiienceeec e 561
10.7.50 [Alarm Handler] Page.........cccoecuiiiiiiiiiiiiiieeiieeiteeite ettt ettt 563
10.7.51 [Modification of Alarm Handler Information] Dialog BoX .........cceceeveuiiriiennnen. 565
10.7.52 [Creation of Alarm Handler] Dialog Box and [Modification of Information for
Alarm Handler Creation] Dialog BOX.......ccccecueriiiiiiiiiiiiiiienceeeeeeee e 566
10.7.53 [Overrun Handler] Page..........cooieiiiiiiiiiiiiiee ettt 567
10.7.54 [Protected Memory Pool] Page..........ccccoeeiiieiiiniinininicieecicicneneseeeeeeeenns 569
10.7.55 [Modification of Protected Memory Pool Information] Dialog Box ................... 571
10.7.56 [Creation of Protected Memory Pool] Dialog Box and [Modification of
Information for Protected Memory Pool Creation] Dialog Box .........cccccceeuueeeee. 572
10.7.57 [Estimation of Protected Memory Pool Area Size] Dialog BoX .........ccccceveenene 574
10.7.58 [Protected Mailbox] Page .......ccceeuiiiiiieiiiiee e 575
10.7.59 [Modification of Protected Mailbox Information] Dialog BoX........c.ccceceverneenne 577
10.7.60 [Creation of Protected Mailbox] Dialog Box and [Modification of Information
for Protected Mailbox Creation] Dialog BOX.......ccceeeiivieriiiiinieniieiiieniceeieene 578
10.7.61 [Extended Service Call] Page .......cccceeiviviiiiiiiinieiiiieieeceeeteeee e 580
10.7.62 [Modification of Extended Service Call Information] Dialog Box..........c........... 582
10.7.63 [Definition of Extended Service Call Routine] Dialog Box and [Modification of
Information for Extended Service Call Routine Definition] Dialog Box ............ 583
1O.7.64 [TTaP] PAZE ..ccuveeeiiieiieete ettt ettt sttt ettt e st e st e st esabeesabeesanee s 584
10.7.65 [Modification of Trap Information] Dialog BOX......ccccceeveuiiriieniiiiiiiieniieiiieeeen 586
10.7.66 [Definition of Trap Routine] Dialog BOX .......cccceeveiiiiiiiiniiiiiieiiceieeiceeeen 587
10.8  Edit BOX SPECIfiCatiONS......cc.evuiruieieieiiiitinieitieeeeetetetese sttt st 589
JO.9 TUNINZ ..ottt ettt st ettt sae bt et e ae st besaeeue et eneene 592
10.9.1 Reduction of Used RAM SiZe.......cccueeviieriiiiiieciieiieesie et esve e sve e sae e 592
10.9.2 Reduction of Used ROM SiZe........ccccovuemiieriirniiriiinienieiieiteieneeeieenieere e 594
10.9.3 Performance IMProVEmMeNt .............ceevierieeniienieenieenieenieesrteeieesieeeieesveeeaee s 595
Section 11 Build ..cocueiiiiiiiiiieeeeeee e 597
T1.1 L0Ad MOQUIES ...eveeiiieeiieeiieeciiie et e st e ete e st eeveesebeesaaeessbeessaeessseessseessseensseesssaensseesseenseeens 597
11.2  DIrECLOTY STIUCTUIR ....eetietieiieieeite et ette et ettt eeteettesbeesbe e bt ebesstesatesaeesteenteenteenteeseesseenbeas 600
11.3  Overview of SamPIe SYSIEIM.....cccuuiiiiiiiriiiiieeiie ettt sttt et e s e s esbeesaaee s 601
Xiv



L1301 OVEIVIEW..uuiiiiiiiiieetieeee ettt e e e e et e e e e e e s aareeeeeessesaaaseeeeeeseennanes 601

11.3.2  Lists of Kernel ODJECLS ......ccuevuiiruieriieiieiieieeiiesitestteie ettt 604
11.3.3 Task EXCeption ProCesSing .........cceceeuirienienieiieieeie ettt 607
11.4  Sample APPIICALIONS ...eeevieriieiiieitieeieeeite ettt et st e et ee st e e sbeesbeesbeesabeessbeesabeesnsaesases 608
11.4.1 User domain 1 (dOm1) ...cccuvviiiiiiiiiiiiiiiiee et e 608
11.4.2 User domain 2 (AOM2) ......uuvveieeiieiiiiiireeeeeeeeeeiiireeeeeeeeeeetrer e e e eeeeeiarareeeeeeeeeeanseeeens 608
11.4.3 User domain 3 (dOM3) ...cccueeiiieeiiieiiieeieesieeeieeereeeieeeieeeveesreeebeeeteeesreeesseeenees 609
11.4.4 User domain 4 (AOMA) ....cueeivieeiieiiieeieeeieeecreeeteeereeereeeteeeveeebeeeseeesseeeseeenses 609
11.4.5 User domain 5 (AOMS) ....ooeieuiiiieiiee et et e 610
11.5  SyStem APPICALIONS ...eevuviiriiieiiiiiiierieerit ettt ettt ettt e st e st e sabeesateesabeesateesaseenaees 611
11.5.1 System Down Routine (SySapp\SYSAWN.C) ..cccvevrruierriiiiriiiriiienireeniieesieenieesvee s 611
11.5.2 Memory Access Violation Handler (sysapp\mavhdr.c).........cccoeeeervieiniienneennne. 611
11.5.3 CPU Exception Handler (sysapp\eXchdr.C).......cceevuerienienieniiniiiieieeeneceieeenn 611
11.5.4 Interrupt and Exception Hook Routine (sysapp\inthooK.Src).........cccceevereveneeennen. 612
11.6  CPU-Dependent PrOCESSING ........coueruieriieriieiieieeite sttt ettt siee st sbe b 613
11.6.1 Standard Timer Driver (fmMrdrv.C) .ocouueeieieeiiiiiirieeeee et eeeaveeee e 613
11.6.2 CPU ReSEt PrOCESSING...c..veeiiiiiiiiiiieiiieeite ettt ettt ettt ettt sibe e 613
11.7 Standard Library Functions and Runtime ROUtINES .........ccovvieriiiniiinieiniienieenieenieene 614
L1.7.1 OVEIVIBW ...ttt ettt ettt ettt b e b ettt et e st e satesae e bt et e enteenteeneenneas 614
11.7.2 Selecting Necessary Standard Library Functions............c.ccoeceevieiieniniienieneenen. 614
T1.7.3  SEAI0 Nttt ae s 615
11.7.4 Kernel Objects t0 D USEd .......cocueeriiiriiiriieniiienitenieesieesie et 615
11.7.5 Functions Necessary to Use Standard Library Functions .........c.cccceecveevveenueennee. 616
11.7.6 Customizing Environment Settings for Standard Library Functions ................... 617
11.7.7 Note on Standard Library FUNCIONS ........ccceeiirieriinienieieeiceeeeee e 618
11.7.8 Section Initialization Function (_INITSCT()) .ccevvieeiuiiieeiieeeeeeee e 618
11.7.9 RUNtIME ROULNES .....ooiiiiiiiiiiiiiiieie e 618
T1.8 IMIOMILOT ...ttt ettt ettt et et st sae e b et ettt s e sanesbaenbeeaee 619
T1.8.1  OVEIVIEW ..ottt sttt ettt ettt et esae et et st saee b ene e 619
11.8.2 MONILOT OPETALION ..eeouvieiutieeiiieiieeiieeitteenite ettt esiteestteesate ettt e sareesbeeesaseenseeesaseenaeas 619
11.8.3 Changing Monitor INterTUPL......cc.eeruieiiriiiieiieiee e 620
11.8.4 MoONItor COMMANGS .....eeruietieiieiieieeeieeiiest ettt ette st e e bt enteeteeseeeneesbeenbeeneeas 621
11.9 HEW Workspaces and ProjEcts .........ceceecuevieriinirininieieieieneneeese e 623
L1.9.1  OVEIVIEW..ooiiiiiiiieiiieiieitciteeete ettt ettt ettt ae et et st saee b ene e 623
11.9.2  Structure of Workspace DIr€CtOries.......cevveirrierrueerieeriienieenieenieesreesieesveenaees 624
11.9.3 HEW Build Configuration and Directories for Configurator Files..........c.......... 627
11.9.4 Moving HEW WOTIKSPACES ....cc.eeuveuieiiiiniiniiiiicicicienteseeeeee e 628
11.9.5 Option Settings for Build........ccccocoeiririiiieiiiininineeeeececene e 628
11.10 knl_side.hwp Project in Kernel.hws ...........cociiiiiiiiiiiiiiii e 630
L1.10.1 OVEIVIEW...onutiiiiiieiiieiiieiteitesie ettt sttt ettt ettt e bt eaeeanesaeesaeenbeenneens 630

XV



11.10.3 Standard Library Generator SEttngs..........cceeerueerieerierienienieneeneenieeeeeeesieeseeens 632
11.10.4 Linkage Editor SEtNES .......cooeerteeriierieiieeieeiierieete ettt ste e st eseeeeeens 636
11.10.5 Build EXECULION ..cuviiiiiiiiiiiiiieiieiinteiteeee ettt s e 641
11.11 knl_side_sym.hwp Project in Kernel.LhwWs..........ccocuiiriiiiiiiiiiiiiiiieeiceiecec e 642
11.12 runtime.hwp Project in KerneLWS .......cccooviiiiiiiiiiiiieieee et 643
L1.12.1 OVEIVIBW vttt ettt ettt ettt et eateebtesbe e s bt ebeebeemeesatesaeenbeeneeans 643
11.12.2 Standard Library Generator SEttngs..........cceeerueerieerierienienieneenieeneeeteeeesieeseens 643
11.12.3 BUild EXECULION «..cuviiiiiieiieitieiceie ettt ettt st st 645
11.12.4 Notes on Section InitialiZation........c..cecervierienieniriiinienieceieereseeseee e 645
11.13 env_side.hwp Project in Kernel.hWsS........coccueoviiiniiiniiiiiiiiiecieeeseeeee e 646
L1131 OVEIVIEW ittt ettt ettt ettt sttt ettt s beeae e e 646
11.13.2 Source Files to Be Registered in Project............cccceeeeeiiiiiniininniicienceeeee 647
11.13.3 Standard Library Generator SEttngs..........cceeerueerieerierierienieneeneeneeeeeeesieesieens 648
11.13.4 Linkage Editor SEtNES .......ccovertieriirieiieeieeiiesieete ettt sttt st s e e e ens 650
11.13.5 Build EXECULION ..cueiiiiiiiiiiiiieiieiietee ettt e s e 652
11.14 app_dom5.hwp Project in app_dOmMS. WS ....cceeeviiiriiiiiiiiiieniieeieeeeeeiee e 653
L1141 OVEIVIEW ettt ettt ettt et sttt sttt ettt s sane e beenae e e 653
11.14.2 Source Files to Be Registered in Project............cccceeveriiiieniininniicieenceeeee 653
11.14.3 Standard Library Generator SEttngs..........cceeerueerieerierienienienieeneeneeeeeiesieeseens 654
11.14.4 Linkage Editor SEtNES .......coouertieriierieiieeieeiiesieete ettt sttt ee st saeesae e ens 655
11.14.5 Build EXECULION ..cueiiiiiiiiiiiiiiiiieiceteteieeeete ettt e s e 657
T1.15 MeEmOTY AILOCALION ...ccitiiiiieiiieeite ettt eite ettt sttt e st e sbee s bt e sabeesabeesabeesabeesaseesabeesaseess 658
L1151 OVEIVIEW ettt ettt ettt et ettt ettt b e eae e e 658
L1152 SEOTIOMS ...ttt ettt ettt et ettt et ettt et e eb e s bt e s bt e bt ebeeatesatesaeeneeenteens 658
L1 L5.3 INOEES ..ttt ettt ettt ettt st e sttt et et e bt e eb e e bt e bt enteeeaesaeesaeenbeenteeaeeene 664
11.15.4 Memory Map and Static Memory ODbJECtS.........cerueeruerrieriienienienienieeie e sieenieens 664
11.16 EXecution 0N STMUIALOT. .....cocueiviiiiiriiniieiieiteteeieeetesit ettt st et senesanenaees 673
11.16.1 DebUuZZING SESSION ....eevuvieriiieeiieiiieeite ettt ettt e st e sabeesabeesabeesabaesasee s 673
11.16.2 EXECULION ...eouieiriiiiiiiiiritenieeit ettt ettt sttt et beeae e 674
11.16.3 MONILOT STATTUP ....eeuteeuiienieetieetiet ettt ettt ettt et et e et tesbe e beebeeaesseesaeesbeeeeeneeens 674
11.16.4 Detection of Illegal Access by Domain 4 ...........ccceevieieiiiniiniienieceeecesiceieene 674
11.16.5 Execution of DOMAaIN 5 ......coouiiiiiiiiieiieie ettt 675
Section 12 Calculation of Stack Size.........cocceeviiiiiiiiiniiiiiicceecee, 677
T2.1  StACK TYPES e utieiutieeiieitie ettt ettt ettt et e st e st e s bt e sabeesabeesabeesabeesabeesabeesaseesasaananeens 677
12.2  Overview of Calculation Procedure for Stack Size..........coocoeviiiiniiniiniiiniiiieceeee, 677
12.3  Stack Size Used by Each Task.........ccoociiriiiiiiiiiiiiieeee e 677
12.3.1 Task Associated with User DOMmMain..........ccecuevueenienieriienienieneee et 677
12.3.2 Task Associated with Kernel Domain ..........ccocceeeeviiniinienieninicnieneenccieeeee 680
XVi

11.10.2 Source Files to Be Registered in Project............cccceeverieiieniinieniic e 631



12.4 Calculation of Non-Task Context Stack SiZe..........cccoeviriirienieniiiiinierieseeeee e 680
12.4.1 Stack Size Used by Each Initialization Routine and Timer Initialization Routine

of Standard Timer DIIVET.......cceeciieiieeiiierie ettt eeee et see e seaeessbeesnae e 681
12.4.2 Stack Size Used by Each Interrupt Handler, Time Event Handler, and Timer

Interrupt Routine of Standard Timer DIiver .........cccoccvvviiriiiinieiiieiiecieeeee 682

12.4.3 Stack Size Used by NMI Interrupt Handler..........cooceevieiniiiniiiniinniiiieeeieeee, 682

12.4.4 Stack Size Used by Each CPU Exception Handler.............cccooceevieiiiieniencennen. 682
Section 13 Estimation of Resource Pool Size..........ccccoveiiiiiiiiiiniiiiiiciieeee 685
L1301 OVEIVIBW ..ttt ettt ettt ettt st st ettt s e sanesaaenaeeaee 685
13.2 Requested Timing and S1Ze€.........cccueerieiriiiniieiniienieeniee sttt ettt sre et e st esaeesees 685
13.2.1 When Kernel is Started (VSta_Knl) ........ccoeeieeiiiriiiieieiiiiiieieee e 685

13.2.2 When Object is Created .........ccoeuerierieriieieeieeie ettt 686

13.2.3 Sizes Used and Released at Other Timings.........cccceeeuereeereenieneeneenieeienieseeeen 688

13.3  CalCULALION ..veeitieeiiieeiieeiee et e et e et e et e e sttt e e beeetaeessbeesseeessbaessseesssaensseessaensseesseenseeenssaensens 690
Section 14 Estimation of System Pool Size.........ccccceveviiiiiiiiniiiiiiieiieeeee 691
T4 T OVEIVIBW..eouiiiiiiiiiiiieritete ettt ettt et et st st sae et e bt e bt senesanesaaenaeeae 691
14.2  Requested Timing and SiZe..........cccoeeeieieieriininininteieieene sttt st ae e 691
Section 15 Notes 0n FPU ...t 693
15.1 Meaning of "USING FPU" ......ccoiiiiiiiiiieet ettt 693
15.2 FPU Usage in Each APPIICAtION ......eevuiiiiiiiiiiiiieeiieeiie ettt et e 693

15.2.1 Task, Task Exception Processing Routine, Extended Service Call Routine, or

Trap ROULINE ....cviiiiiiiiiiitieceeceseeee ettt 693

15.2.2 Other APPLICALIONS .....ccueruieuieieieiinienie ettt ettt s s ennes 694
Section 16 System Down Handling ...........cccccoeviiiiiniiiiiininiececceeee, 695
16.1 Information during SYStem DOWN........coiiiiriiiiiiiniiiiiereee et 695
16.2 Error at Kernel Start (VSta_Knl)........cooovviiiiiiioiiiiiiieec et eee s 697
16.2.1 System DOWN OCCUITENCE. ........coveueririiniiniieiieteieie sttt ettt 697

16.2.2  When Object Specified in Configurator Cannot be Created...........c.ccecererueennenee. 697
Section 17 Reference LIStNg ........cccveviiiiiiiiiiniiiiiiccececceeeeeeceee e 699
17.1  Service Call REfEreNCe.........ccceeviiiiiiriiiiiiieeecccec sttt 699
17.2  Service Call Error Code LiSt........cceeiiriiniiniiniiiiiieneeneeiceie ettt s 710
Xvii

RENESAS



XViii

RENESAS



Section 1 Configuration of This Manual

This manual consists of the following sections:

Section 2 ‘Introduction’: Overview of the HI7300/PX

Section 3 ‘Introduction to Kernel’: Basic concept of kernel

Section 4 ‘Kernel Functions’: All the functions of kernel

Section 5 ‘Logical Address Space’: Handling of logical addresses

Section 6 ‘Service Calls’: Specifications of service calls

Section 7 ‘Cache Support Functions’: Specifications of cache support functions
Section 8 ‘Application Program Creation’: Methods for creating a task or a handler
Section 9 ‘Standard Timer Driver’: Methods for creating a standard timer driver
Section 10 ‘Configurator’: Position, functions, and usage of the configurator

Section 11 ‘Build for Sample System’: Description of sample programs and methods to generate
a load module using these programs

Section 12 ‘Calculation of Stack Size: Methods for calculating stack size

Section 13 ‘Estimation of Resource Pool Size’: Methods for estimating the required resource
pool size

Section 14 ‘Estimation of System Pool Size’: Methods for estimating the required system pool
size

Section 15 ‘Notes on FPU’: Notes on using an FPU
Section 16 ‘System Down Handling’: Methods for handling errors such as a system failure

Section 17 ‘Reference Listing’: References for service calls or error codes
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Section 2 Overview

2.1 Features

2.1.1 Memory Object Protection Function

(1) Improving Debugging Efficiency
Generally, in a system that has no memory protection function, a user first notices damage to
the memory contents (due to an illegal pointer, for example) when a problem arises. In other
words, to identify the cause of a bug, the user had to analyze it using the trace functions of an
emulator and this analysis used to take many hours. Since this HI7300/PX supports the
memory protection function in instantly detecting illegal memory access, debugging efficiency
will be dramatically improved.

(2) Realizing Highly Reliable Systems
The key sections of the system will be protected no matter what kinds of attempts to damage
them are made after the shipment of the appliance. Thus, the operation of the appliance will be
continued normally.

(3) Low Overhead
The memory object protection function is achieved by the utilization of the memory
management unit (MMU) incorporated in the microcomputer. When the MMU is used, a TLB
miss overhead is generated. This period is approximately one microsecond* in the HI7300/PX,
proving exceptionally high performance. The vloc_tlb service call is also supported to avoid
TLB misses in the specified memory area.

Note: This is the average value when the memory capacity is 64 Mbytes and a cache hit occurs
while running at 400 MHz.

2.1.2 Conformance to Industry-Standard pITRON Specifications

The HI7300/PX conforms to the industry-standard pITRON4.0 specifications and supports almost
all service calls except Rendezvous. The memory object protection function conforms to the
HITRONA4.0 protection function extension. Note, however, that the HI7300/PX does not support
any protection function of kernel objects other than the memory object of the LITRON4.0
protection function extension.
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2.1.3 DSP/FPU Support

The DSP and FPU are supported in the multitasking environment.

2.14 Configurator

The configurator is supported to allow easy kernel configuration on the GUI screen.

2.1.5 Samples
The following samples are provided:

e User domains as examples of service calls being used

¢ Simplified monitor (for exclusive use by the simulator) to view the states of the kernel objects
e System down routines

e Memory access violation handler

e CPU exception handlers

e Reset program and standard timer driver for various microcomputers

o Configurator setting file

e HEW workspaces for load module creation

2.1.6 Debugging Extension (Optional)

A debugging extension for adding multitasking debugging functions to the integrated development
environment “HEW” is available. This debugging extension supports the following functions:

e  Viewing the states of objects including tasks
e  Operating objects (e.g. initiating tasks or setting event flags)
e Displaying service call history

The free debugging extension can be downloaded from our website.
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2.2 Operating Environment

Item

Requirement

Target
microcomputer

Microcomputer incorporating SH4SL-DSP or SH-4A as the CPU core

Host computer

Personal computer operated under Windows® 98, Windows® Millennium
Edition (Windows® Me), Windows NT®4.0, Windows® 2000, or
Windows® XP

Compiler

Renesas’ C/C++ Compiler Package for SuperH™ RISC engine V.9.00
Release 03 or later
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Section 3 Introduction to Kernel

3.1 Principles of Kernel Operation
The kernel is the nucleus program of a realtime operating system.

The kernel enables one microcomputer to appear as if multiple microcomputers are operating.
How does the kernel do this?

As shown in figure 3.1, the kernel operates multiple tasks in a time-division manner; the kernel
switches (schedules) running tasks at intervals to make it appear as if multiple tasks are running at
the same time.

Key input task

Remote
controller task L

LED control
task

Sound
volume
control task

Motor control
task

Machine
control task

» Time

Figure 3.1 Time-Division Operation of Tasks

This task scheduling is also called task dispatch.
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The kernel schedules (dispatches) tasks in the following cases.

e When a task itself requests a dispatch

e When an event (such as an interrupt) outside the current task requests a dispatch

This means that tasks are not switched at determined intervals as in a time-sharing system. This
type of scheduling is generally called event-driven scheduling.

After tasks are scheduled, a task is resumed from the point where it is suspended (figure 3.2).

Program is Program is
suspended resumed
Key input task
________________ C\—
— )
—~
Remote It appears as if the
controller task microcomputer specialized
for the key input task halts

for this period.

Figure 3.2 Suspending and Resuming a Task

In figure 3.2, while a task is running after obtaining control from the key input task, it appears to
the programmer as if the microcomputer specialized for that program has halted.

The kernel restores the register contents stored when the task is suspended, and resumes the task in
the state where it was suspended. In other words, task scheduling means saving the register
contents for the current task in a memory area prepared for that task management and restoring the
register contents of the next task to be resumed (figure 3.3).
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RO
R1
T Actual
| registers
|
PC
A
\ 4
Kernel
\ 4
Key input task Remote
controller task
RO RO
R1 Rt | | ———-——
I I
| |
| |
PC PC
Registers Registers

Figure 3.3 Task Scheduling

To execute tasks, stack areas are required in addition to registers. A separate stack area must be
allocated for each task.
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3.2 Service Calls

How should the programmer use kernel functions in a program?

To use kernel functions, they must be called in a program. This call is a service call. Through
service calls, requests for various operations such as task initiation or wait for an event can be sent
to the kernel.

Key input task Realtime OS Remote
controller task

Service call Task scheduling

Figure 3.4 Service Call
In actual programs, a service call is issued as a C-language function.

act_tsk(1);
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33 Objects

The targets of operation through service calls, such as tasks or semaphores, are called objects.
Objects are distinguished by their IDs.

act_tsk(1); /* Initiates the task with ID 1. */

Generally, IDs should be specified by the programmer when objects are created.

IDs can also be assigned automatically when objects are created through the configurator. In this
case, the automatically assigned IDs are defined in header files (kernel_id.h and kernel_id_sys.h)
output from the configurator as shown below.

#define ID TASK1 1

By using this example definition, the above task initiating service call is described as follows.

act_tsk(ID TASK1) ; /* Initiates the task with ID "ID TASK1". */

Through service calls whose names start with "acre", such as acre_tsk, the kernel assigns IDs
automatically and returns the assigned IDs.

11
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34 Tasks

The following describes how the kernel manages tasks.

34.1 Task State

The kernel checks the task state to control whether to start execution of a task. For example, figure
3.5 shows the state of the key input task and its execution control. When a key input is detected,
the kernel must execute the key input task; that is, the key input task enters the running state.
While waiting for a key input, the kernel does not need to execute the key input task; that is, the
key input task is in the waiting state.

Key input task

Key is input Waiting for key Key is input
input
Running state Waiting state Running state

Figure 3.5 Task State

A task transits the seven states shown in figure 3.6.
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CPU allocation
READY P> RUNNING

B :
(executable state) | ag—— Waiting for CPU allocation (execution state)

A A Wait release Wait|condition

WAITING
(wait state)

Suspension Resumption
(sus_tsk) (rsm_tsk,
frsm_tsk)

WAITING-SUSPENDED
(double-wait state)

Wait
release
Suspension
(sus_tsk)
—>
SUSPENDED
forcible-wait state)
Resumption
(rsm_tsk, frsm_tsk) Forcible
Initiation termination
(act_tsk, sta_tsk) (ter_tsk)

DORMANT <

(inactive state) |ag

Forcible termination Exit (ext_tsk)
(ter_tsk) Creation Deletion
(cre_tsk) (del_tsk)

! NON-EXISTENT
i (unregistered state):

-
Exit and
deletion (exd_tsk)

Figure 3.6 Task State Transition Diagram
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(1) NON-EXISTENT State

The task has not been registered in the kernel. It is a virtual state.

(2) DORMANT State

The task has been registered in the kernel, but has not yet been initiated, or has already been
terminated.

(3) READY (executable) State

The task is ready for execution, but cannot be executed because another higher priority task is
currently running.

(4) RUNNING State

The task is currently running. The kernel puts the READY task with the highest priority in the
RUNNING state.

(5) WAITING State

When the task issues a service call such as tslp_tsk and the specified conditions are not satisfied,
the task enters the WAITING state. The task is released from the WAITING state when a service
call such as wup_tsk to cancel the cause of the WAITING state is issued, and it then enters the
READY state.

(6) SUSPENDED State
A task has been suspended by another task through sus_tsk.
(7) WAITING-SUSPENDED State

This state is a combination of the WAITING state and SUSPENDED state.

3.4.2 Task Scheduling (Priority and Ready Queue)

For each task, a task priority is assigned to determine the priority of processing. A smaller value
indicates a higher priority level and level 1 is the highest priority.

The kernel selects the highest-priority task from the READY tasks and puts it in the RUNNING
state.

The same priority can be assigned for multiple tasks. When there are multiple READY tasks with
the highest priority, the kernel selects the first task that became READY and puts it in the

14
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RUNNING state. To implement this behavior, the kernel has ready queues, which are READY

task queues waiting for execution.

Figure 3.7 shows the ready queue configuration. A ready queue is provided for each priority level,
and the kernel selects the task at the head of the ready queue for the highest priority and puts it in

the RUNNING state.
Priority

1 > Task

2

3 > Task > Task > Task
1
1
1
1
1
]
]
]
i

n > Task > Task

Figure 3.7 Ready Queues (Waiting for Execution)
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Section 4 Kernel Functions

4.1 Applications

User applications can be classified into the following types.
(1) Task

A task is a unit controlled by multitasking.

(2) Task Exception Processing Routine

A task exception processing routine is executed when task exception processing is requested for a
task (through service call ras_tex or iras_tex).

(3) Interrupt Handler

An interrupt handler is executed when an interrupt occurs.

(4) CPU Exception Handler

A CPU exception handler is executed when a CPU exception occurs.

(5) Time Event Handler (Cyclic Handler, Alarm Handler, or Overrun Handler)
A time event handler is executed when a specified cycle or time has been reached.
(6) Extended Service Call Routine

Programs created by the user can be registered in the kernel as extended service call routines. A
registered extended service call routine is called through extended service call cal_svc.

(7) Trap Routine

Programs created by the user can be registered in the kernel as trap routines. A registered trap
routine is called when a TRAPA instruction is executed.

(8) Initialization Routine
An initialization routine is executed only one time when the kernel is started.

In addition, the following special applications can be used. The symbol names for these
applications are prescribed in the kernel specifications and cannot be modified.
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(9) System Down Routine
This program is called when the system goes down.
(10) Interrupt or CPU Exception Hook Routine

When an interrupt or CPU exception occurs, the kernel generally calls an appropriate program for
the interrupt or exception (interrupt handler, CPU exception handler, trap routine, or service call
processing in the kernel). The interrupt or CPU exception hook routine is a program for debugging,
and it is hooked and executed before the usual interrupt or exception processing is called.

(11) Memory Access Violation Handler (only when memory object protection function is
selected)

This program is called when an illegal access to an MMU mapped area is attempted.
(12) Standard Timer Driver

The standard timer driver consists of a timer initialization routine and a timer interrupt routine.
When the optimized timer driver is used, this program is not necessary.

4.2 System State

4.2.1 Task Context and Non-Task Context

The system is executed in either a task context state or a non-task context state. Available service
calls depend on this context.

Tasks, task exception processing routines, and extended service call and trap routines called from
tasks or task exception processing routines are all executed in task context. The other applications
and the kernel are executed in non-task context.

The non-task context takes priority over the task context. Processing in the task context is
executed only after all processing in the non-task context is completed. For example, if an
interrupt occurs during task execution, the interrupt handler is initiated immediately, and the task
execution is temporarily suspended.

Issuing sns_ctx can check whether execution is in the task or non-task context.

4.2.2 Dispatch-Disabled State, CPU-Locked State, and Dispatch-Pended State
The system is either in the dispatch-pended state or not in that state.

18
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In the dispatch-pended state, tasks are not scheduled even when a task has a higher priority than
the current task. In addition, if a service call to make a transition to the WAITING state is issued
in the task context, an E_CTX error is returned.

The kernel updates all management information about the task state or ready queues regardless of
whether the system is in the dispatch-pended state, but only stops task scheduling in the dispatch-
pended state.

Any of the following cases is in the dispatch-pended state. Issuing sns_dpn can check whether the
system is in the dispatch-pended state.

e Execution is in progress in the non-task context.

e The system is in the dispatch-disabled state.

e The system is in the CPU-locked state.

e The current task has modified the IMASK bits in SR to a non-zero value through chg_ims.

(1) Dispatch-Disabled State

Issuing dis_dsp shifts the system to the dispatch-disabled state. The dispatch-disabled state is
canceled through ena_dsp.

Issuing sns_dsp can check whether the system is in the dispatch-disabled state.
(2) CPU-Locked State

Issuing loc_cpu or iloc_cpu shifts the system to the CPU-locked state. In the CPU-locked state,
interrupts with interrupt levels equal to or lower than CFG_KNLLVL are masked. The CPU-
locked state is canceled through unl_cpu or iunl_cpu.

Available service calls are limited in the CPU-locked state.
Issuing sns_loc can check whether the system is in the CPU-locked state.

Reference: Service calls available in the CPU-locked state — Section 6.4.3, CPU-Locked State

4.3 Protection Domains

Every application is assigned to a protection domain. There are two types of protection domain:
user domain and kernel domain.

User domains are distinguished by domain IDs from 1 to 31. There is only one kernel domain in
the system, and its domain ID is TDOM_KERNEL(-1).
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Programs in the kernel domain are executed in the privileged mode (SR.MD = 1) of the CPU.
Programs in user domains are executed in the user mode (SR.MD = 0) of the CPU.

The following restrictions are applied in the user mode.

(1) Privileged instructions of the CPU cannot be executed. If this is attempted, a CPU exception

will occur.

(2) The accessible memory regions are limited. The exact limitations depend on whether the
memory object protection function is selected.

When the memory protection function is not selected, only the classification between the kernel
domain and user domains is valid, and distinction among user domains through IDs is ignored.

Table 4.1 shows the domain of each application.

Table 4.1 Application Domains

Application

Domain

Specification of Domain

Task

Can be assigned to any domain

Specified at task creation

Task exception processing
routine

Assigned to the domain where
the target task is assigned

Interrupt handler

Kernel domain

CPU exception handler

Kernel domain

Time event handler

Kernel domain

Extended service call routine

Kernel domain

Trap routine

Kernel domain

Initialization routine

Kernel domain

System down routine

Kernel domain

Interrupt hook routine

Kernel domain

Memory access violation
handler

Kernel domain

Standard timer driver

Kernel domain

20
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4.4 Task Management

4.4.1 Task Creation

Tasks can be created (shifted from the NON-EXISTENT state to the DORMANT state) in the
following ways.

e Service call cre_tsk or icre_tsk

A task is created with a specified ID.
e Service call acre_tsk or iacre_tsk

A task is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

44.2 Domain of a Task

A task must be assigned to a domain. The domain for each task must be specified at creation.
Tasks in user domains are executed in the user mode (SR.MD = 0) of the CPU; tasks in the kernel
domain are executed in the privileged mode (SR.MD = 1) of the CPU.

4.4.3 Task Initiation

A task can be initiated (shifted from the DORMANT state to the READY state) in the following
ways.

e Service call act_tsk or iact_tsk
If the specified task has already been initiated, the initiation request is placed in a queue.
e Service call sta_tsk or ista_tsk

If the specified task has already been initiated, an error is returned. Parameters can be specified
so that they are passed to the task when it is executed.

e Specifying the TA_ACT attribute at task creation

The task becomes READY as soon as it is created.
The following service calls are also provided.

e Service calls can_act and ican_act

These service calls cancel the initiation request placed in a queue.
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4.4.4 Task Termination and Deletion

e Service call ext_tsk
This service call terminates the current task, and the task enters the DORMANT state.

e Service call exd_tsk
This service call terminates and deletes the current task, and the task enters the NON-
EXISTENT state.

e Service call ter_tsk
This service call forcibly terminates another task that is not in the DORMANT or NON-
EXISTENT state and the task enters the DORMANT state.

e Service call del_tsk

This service call deletes another task that is in the DORMANT state, and the task enters the
NON-EXISTENT state.

4.4.5 Priority Change

The priority of a task can be changed through chg_pri or ichg_pri. When the priority is changed,
the order of the tasks in the ready queues and the queues arranged in the order of task priority
(TA_TPRI) also change.

However, it is generally recommended that these service calls not be used because changing the
priority affects the behavior of the entire system.

A task has two priority levels: base priority and current priority. In general operation, these two
priority levels are the same; they differ only while the task locks a mutex. For details, refer to the
following.

Reference: Difference between base priority and current priority — Section 4.12, Mutex

4.4.6 Task Execution Mode

The task execution mode is unique to the HI7300/PX and is not defined in the WITRON
specifications.

A task may enter the DORMANT state with an unexpected timing before releasing the acquired
resources, due to a forcible termination request (service call ter_tsk) issued from another task. In
other cases, execution of a task may be suspended with an unexpected timing due to service call
sus_tsk.

Service call vchg_tmd can mask termination or suspension requests issued by ter_tsk or sus_tsk.
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4.4.7 Task State Reference

Service calls ref_tsk and iref_tsk are provided to refer to the state of a task. These service calls
obtain detailed information about a task, such as the task state or the cause of a WAITING state.

In addition, service calls ref_tst and iref_tst are provided as simple versions of ref_tsk and iref_tsk.
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4.5 Stack Management
Stacks are classified into two types: a non-task context stack or a stack for each task.

Reference: Section 12, Calculation of Stack Size

4.5.1 Non-Task Context Stack

There is only one non-task context stack in the system, which is used when execution is in the
non-task context. Specify the size of the stack through CFG_NTSKSTKSZ in the configurator.

The kernel switches stacks to use the non-task context stack when execution shifts from the task
context to the non-task context.

4.5.2 Task Stacks
(1) Task in User Domain

A task in a user domain has a system stack in addition to the stack used to execute the task. The
kernel and the extended service call or trap routine called from the task uses the system stack to
store the task context. The system stack cannot be accessed in the user mode.

The addresses of both stacks can be specified at task creation, or can be specified to be
automatically assigned by the kernel. When a task is created through the configurator, stack
addresses cannot be specified.

When the kernel automatically allocates stacks, the usual stack is allocated in the system pool and
the system stack is allocated in the resource pool.

When the memory object protection function is selected, the stack allocated in the system pool by
the kernel is handled as a memory object that can be read or written to only by the associated task.

(2) Task in Kernel Domain
A task in the kernel domain has one stack, which cannot be accessed in the user mode.

The address of the stack can be specified at task creation, or can be specified to be automatically
assigned by the kernel. When a task is created through the configurator, the stack address cannot
be specified.

When the kernel automatically allocates a stack, the stack is allocated in the resource pool.

24
RENESAS



Reference: Section 6.7.1, Create Task (cre_tsk, icre_tsk, acre_tsk, iacre_tsk)

4.6 Task Synchronization

Synchronization between tasks is achieved by using specialized functions associated with tasks.

4.6.1 Synchronization by Task Wakeup

Issuing slp_tsk or tslp_tsk shifts a task to the WAITING state until iwup_tsk or iwup_tsk wakes it
up. In tslp_tsk, a timeout period before wakeup can also be specified.

By using these service calls, synchronization between tasks is achieved as shown in figure 4.1.
This example shows the simplest way to ensure synchronization.

A
slp_tsk 3 é
pd
Task A F
= wi R
(higher priority) < 5 ‘
=
\"
Task B
(lower priority)
Interrupt handler C
Interrupt iwup_tsk(A)
occurs

Figure 4.1 Example of Synchronization by Task Wakeup

While the task is not in the WAITING state caused by slp_tsk or tslp_tsk, the wakeup requests
issued are placed in a queue. The wakeup requests can be canceled through can_wup or ican_wup.

4.6.2 Forcible Cancellation of WAITING State

Issuing rel_wai or irel_wai forcibly cancels the WAITING state of a task. Note that these service
calls cannot cancel the SUSPENDED state.
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4.6.3 SUSPENDED State

Issuing sus_tsk or isus_tsk forcibly suspends another task (the SUSPENDED state). The
suspension requests are nested and stored. Service calls rsm_tsk and irsm_tsk decrement the
number of nested suspension requests, and when the number reaches 0, the SUSPENDED state is
canceled. Service call frsm_tsk or ifrsm_tsk immediately releases the task from the SUSPENDED
state regardless of the number of nested requests.

If sus_tsk or isus_tsk is issued for a task that is already in the SUSPENDED state, the task enters
the WAITING-SUSPENDED state.

The SUSPENDED state is generally used for debugging; it is recommended that the
SUSPENDED state not be used in actual applications.

4.6.4 Task Event Flag

Task event flags are unique objects of the HI7300/PX and are not defined in the pITRON
specifications.

Each task has a task event flag consisting of 32 bits; each bit corresponding to an event. A task can
wait for a specified bit to be set (vwai_tfl or vtwai_tfl) or poll a bit (vpol_tfl). In vtwai_tfl, a
timeout period can also be specified.

When an event is detected through one of these service calls, the task event flag is cleared to 0 and
the value of the task event flag immediately before being cleared (the detected event) is returned
through a parameter of the service call.

To notify a task of an event, use vset_tfl or ivset_tfl. Each service call sets the specified bits in the
task event flag.

velr_tfl and ivclr_tfl clear the specified bits in the task event flag.

Figure 4.2 shows an example of task event flag operation.
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Interrupt
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Task A
event flag
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3 <READY> vset_tfl 0
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4 | | ivset_tfl 0—=7

Figure 4.2 Example of Task Event Flag Operation
Description:

1. Task A issues vclr_tfl to clear all bits in its task event flag.
2. Task A issues vwai_tfl (waiting pattern = H'ffffffff) to wait for an event.

3. Task B issues vset_tfl (set pattern = 1) to task A. Since this set pattern is included in the
waiting pattern specified in task A, the WAITING state of task A is canceled, and the task A
event flag is cleared to 0.
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4. Interrupt handler C issues ivset_tfl (set pattern = 7) to set the event flag of task A. In this case,
however, task A does not wait for an event, therefore the task event flag is logically ORed with
a pattern specified by ivset_tfl.

4.7 Task Exception Processing

Task exception processing is performed when an exception occurs during task execution. Task
exception processing is performed asynchronously with task processing and is similar to the
function generally called "signal".

Task exceptions are handled by task exception processing routines, which can be defined in the
following ways.

e Defined through service call def_tex or idef_tex

e Defined by the configurator
Task exception processing is controlled through the following service calls.

e Service call ras_tex or iras_tex: Requests task exception processing

e Service call ena_tex: Enables task exception processing for the current task

e Service call dis_tex: Disables task exception processing for the current task

e Service call sns_tex: Checks if the current task is in task exception processing disabled state

e Service call ref_tex or iref_tex: Refers to the task exception processing state
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Figure 4.3 shows an example of task exception processing.

Enable task A exception| (&)
(ena_tex)

(b) An exception occurs _
ras_tex (Task A, 0x00000101) Task exception.
> processing routine

Figure 4.3 Example of Task Exception Processing
Description (Letters indicate the order of operation):

(a) Task A enables a task exception through service call ena_tex.

(b) An exception (exception cause = 0x00000101) is requested to task A through service call
ras_tex during task A execution.

(c) When task A is scheduled to execute, the task exception processing routine is initiated before
the task A main routine is executed. During task exception processing, the task enters the task
exception processing disabled state, and the task exception cause is cleared.

(d) After returning from the task exception processing routine, the task A main routine is resumed.
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4.8 Semaphore

A semaphore is an object used to prevent conflicts over resources such as devices shared by
multiple tasks.

A semaphore has a semaphore counter. Acquiring or releasing each semaphore according to the
value of the semaphore counter prevents resource conflicts.

Applications must be programmed so that the number of resources is specified as the initial value
of a semaphore and each task acquires a semaphore before using a resource and releases it after
completing use of the resource.

Semaphores can be created in the following ways.

e Service call cre_sem or icre_sem

A semaphore is created with a specified ID.
e Service call acre_sem or iacre_sem

A semaphore is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Semaphores are manipulated through the following service calls.

e Service call del_sem
Deletes the semaphore with the specified ID.
e Service call wai_sem or twai_sem

Acquires a semaphore. If no semaphore can be acquired (semaphore count = 0), the task enters
the WAITING state. In twai_sem, a timeout period can also be specified.

e Service call pol_sem or ipol_sem

Acquires a semaphore. If no semaphore can be acquired (semaphore count = 0), an error is
returned.

e Service call sig_sem or isig_sem
Releases a semaphore.
e Service call ref_sem or iref_sem

Refers to the state of a semaphore.

Figure 4.4 shows an example of semaphore usage.
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Time Task A Task B Task C
Semaphore
count

2
1 cre_sem
2| sem 1 § 251
s/
; AWalseim 1 10
PO T B wai_Isem
- <WAITING>
5| isig semi i 1 i t<READY>;
6 sig_sem P 0—1

Figure 4.4 Example of Semaphore Usage
Description:
Dotted boxes represent the regions where tasks can exclusively access resources.

1. Task A creates a semaphore with initial counter value 2 through cre_sem.

2. Task A issues wai_sem and gets a semaphore, decrementing the semaphore count by 1. Task A
continues execution.
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3. Task B issues wai_sem in the same way as task A.

4. Task C issues wai_sem, but cannot get a semaphore because the semaphore count is 0. Task C
enters the WAITING state.

5. Task A releases a semaphore by issuing sig_sem. The released semaphore is allocated to task
C, and task C is released from the WAITING state.

6. Task B releases a semaphore by issuing sig_sem. There is no task waiting for a semaphore, and
so the semaphore count is incremented by 1.

Priority Inversion:
When a semaphore is used, a problem called priority inversion may arise.

As shown in figure 4.5, when high-priority task A requests a semaphore, the time needed for task
A to acquire a semaphore depends on the execution time of task B, but task B is not related to task
C which has acquired the semaphore. To avoid this problem, use a mutex instead of a semaphore.

wai_sem: Requests but cannot get a
semaphore and enters the WAITING state.

wai_sem: Requests and Gets semaphore A.

gets semaphore A.

Waiting Waiting

<————>
iting | Ready Waiting
Task C (lower priority) Ready

: A semaphore is acquired in sig_sem: Releases
this period. semaphore A.

Task A (higher priority)

Task B (middle priority)

Ready

Running

Figure 4.5 Priority Inversion Problem

High-priority task A cannot acquire a semaphore until low-priority task C releases the semaphore.
However, while middle-priority task B is being executed, low-priority task C, which has acquired
the semaphore, cannot be executed, and the timing for release of the semaphore is delayed for that
period (indicated by <==> in the figure). As a result, high-priority task A is kept waiting by
middle-priority task B which has not requested any semaphore.
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4.9 Event Flag

An event flag is an object consisting of 32 bits; each bit corresponding to an event.

A task can wait for a specified bit or all bits to be set. Whether more than one task is allowed to
wait for a specified bit to be set in an event flag can be specified at event flag creation.

Event flags can be created in the following ways.

Service call cre_flg or icre_flg

An event flag is created with a specified ID.

Service call acre_flg or iacre_flg

An event flag is created with the ID automatically assigned by the kernel.
Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Event flags are manipulated through the following service calls.

Service call del_flg
Deletes the event flag with the specified ID.
Service call wai_flg or twai_flg

Checks if the specified bit in an event flag has been set. If the bit is not set, the task enters the
WAITING state until the bit is set. In twai_flg, a timeout period can also be specified.

Service call pol_flg or ipol_flg

Checks if the specified bit in an event flag has been set. If the bit is not set, an error is returned.
Service call set_flg or iset_flg

Sets the specified bit in an event flag.

Service call clr_flg or iclr_flg

Clears the specified bit in an event flag.

Service call ref_flg or iref_flg

Refers to the state of an event flag.

Figure 4.6 shows an example of event flag usage.
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Time
Interrupt

handler
Task A Task B C

Event flag
pattern
1
cre_flg
0
2 wai_flg
<WAITING>

Ve Ve Ve Ve UaWe UV Ue UeWe UaWaN

3 | <READY> set_flg | 0

NVW\/VW\/VV\/\

VA VA Ve Wa W W WA VA VA VAYaYe WaN

4 iset_flg 0—1

Figure 4.6 Example of Event Flag Usage
Description:

1. Task A issues cre_flg to create an event flag. The TA_CLR attribute (clear event flag to O
when the WAITING state is canceled) is specified and the initial pattern is specified as 0.

2. Task A issues wai_flg (waiting pattern = 3, AND wait) to wait for an event.

3. Task B issues set_flg (set pattern = 7). Since all bits that task A is waiting for have been set,

task A is released from the WAITING state. In addition, since the TA_CLR attribute has been
specified, the event flag is cleared to O.
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4.

Interrupt handler C sets the event flag by issuing iset_flg (set pattern = 1). In this case, there is
no task waiting for an event, and so the event flag is ORed with the pattern specified by
iset_flg.

4.10 Data Queue

A data queue is an object used to pass 1-word (4-byte) data. High-speed data communication can
be achieved using data queues because communication using a data queue copies 1-word data
itself. A pointer can also be specified as data.

A data queue area is allocated in the resource pool.

Data queues can be created in the following ways.

Service call cre_dtq, icre_dtq

A data queue is created with a specified ID.

Service call acre_dtq, iacre_dtq

A data queue is created with the ID automatically assigned by the kernel.
Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Data queues are manipulated through the following service calls.

Service call del_dtq
Deletes the data queue with the specified ID.
Service call snd_dtq or tsnd_dtq

Sends data. When data cannot be sent (the data queue is full of data), the task enters the
WAITING state. In tsnd_dtq, a timeout period can also be specified.

Service call psnd_dtq or ipsnd_dtq
Sends data. When data cannot be sent (the data queue is full of data), an error is returned.
Service call fsnd_dtq or ifsnd_dtq

Sends data. When data cannot be sent (the data queue is full of data), the oldest data is deleted
and the new data is sent.

Service call rcv_dtq or trcv_dtq

Receives data. When data cannot be received (the data queue has no data), the task enters the
WAITING state. In trcv_dtq, a timeout period can also be specified.

Service call prcv_dtq

Receives data. When data cannot be received (the data queue has no data), an error is returned.

35
RENESAS



e Service call ref_dtq or iref_dtq

Refers to the state of a data queue.

Figure 4.7 shows an example of data queue usage.

Time
Interrupt
Task A handler Task C
B
Data queue status
] [
1 cre_dtq _>§ § —
| e T
) snd_dtq(X) ; : X
A'/\Mf\/\l}\/\/\/\/\/-!\/\
3 ipsnd_dtq(Y) _>_>
/\/\/\/\/\/\I/\/\/\/\/\/I\/\
4 | snd_diq(2) ': 5 —>—>
<WAITING> ! 5
VaVaVaVaUaWaVaWaUaUWaUaUeUaN
<READY> 5 I _’._>
: ; rcv_dtq
5 ; ' (Receive X)

Figure 4.7 Example of Data Queue Usage
Description:

1. Task A issues cre_dtq to create a data queue with a size of two words.

2. Task A sends data X by issuing snd_dtq. Data X is copied to the data queue and task A
continues execution.

3. Interrupt handler B sends data Y by issuing ipsnd_dtq.
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4. Task A attempts to send data Z. At this time, since there is no free space in the data queue, task
A enters the WAITING state.

5. Task C receives data from the data queue by issuing rcv_dtq. Task C gets data X, which is the
oldest data that has been sent. At this time, since one entry in the data queue is released, data Z,
which task A has attempted to send, is copied to the data queue, and task A is released from
the WAITING state.

4.11 Mailbox

A mailbox is an object used to pass messages.

High-speed data communication can be achieved regardless of the message size because
communication using a mailbox sends and receives only the start address of a message.

Mailboxes can be created in the following ways.

e Service call cre_mbx or icre_mbx

A mailbox is created with a specified ID.
e Service call acre_mbx or iacre_mbx

A mailbox is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Mailboxes are manipulated through the following service calls.

e Service call del_mbx
Deletes the mailbox with the specified ID.

e Service call snd_mbx or isnd_mbx
Sends a message to a mailbox.

e Service call rcv_mbx or trcv_mbx
Receives a message from a mailbox. When a message cannot be received (the mailbox has no
message), the task enters the WAITING state. In trcv_mbx, a timeout period can also be
specified.

e Service call prcv_mbx or iprcv_mbx

Receives a message from a mailbox. When a message cannot be received (the mailbox has no
message), an error is returned.

e Service call ref_mbx or iref_mbx

Refers to the state of a mailbox.
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Figure 4.8 shows an example of mailbox usage.

Time Mailbox
status
Task A Task B Task € Task queue Send
waiting to message
receive queue
1 None None
cre_mbx
2 rcv_r!1bx Task A None
<WAITING>
PV Ve Ve Ve W W Wa W W Ve WV VN
3 | <READY> snd_mbx(X) None None
(Receive X)
4 : snd_mbx(Y) None
POV VYV Ve W W VA Ve Ve Ve Ve VAV
5| | snd_mbx(2) [y I>[Z]
6 | rcv_mbx
— -Z
(Receive Y) -
Figure 4.8 Example of Mailbox Usage
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Description:

Bold lines represent executed processing. The following describes the mailbox operation with
respect to time.

1.

Task A issues cre_mbx to create a mailbox. The TA_TFIFO attribute (tasks waiting to receive

are queued in FIFO) and the TA_MFIFO attribute (sent messages are queued in FIFO) are
specified.

Task A attempts to receive a message by issuing rcv_mbx. Since no message is stored in the
mailbox, task A enters the WAITING state.

Task B sends message X to the mailbox by issuing snd_mbx. At this time, task A is released
from the WAITING state, and task A receives the address of message X.

Task B sends message Y to the mailbox by issuing snd_mbx. At this time, since no tasks are
waiting for a message, message Y is placed in a message queue.

Task C sends message Z to the mailbox by issuing snd_mbx. In this case, message Z is placed
behind message Y in the message queue because the TA_MFIFO attribute has been specified.

Task A issues rcv_mbx. Task A receives the address of message Y, which is at the head of the

message queue.
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4.12 Mutex

A mutex is an object used to achieve exclusive control. It differs from a semaphore in the
following points.

e A priority ceiling protocol is provided to avoid priority inversion problems.

¢ A mutex can be used to exclusively control a single resource.

Applications must be programmed so that each task locks a mutex through loc_mtx, tloc_mtx, or
ploc_mtx before using a resource, and then unlocks it through unl_mtx after completing the use of
it.

When a task locks a mutex, the priority of the task is raised to the ceiling priority specified for the
mutex. When the task unlocks the mutex, the priority returns to the previous level.

Mutexes can be created in the following ways.

e Service call cre_mtx

A mutex is created with a specified ID.
e Service call acre_mtx

A mutex is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Mutexes are manipulated through the following service calls.

e Service call del_mtx
Deletes the specified mutex.
e Service call loc_mtx or tloc_mtx

Locks a mutex. When the mutex cannot be locked (another task has already locked it), the task
enters the WAITING state. In tloc_mtx, a timeout period can also be specified.

e Service call ploc_mtx

Locks a mutex. When the mutex cannot be locked (another task has already locked it), an error
is returned.

e Service call unl_mtx
Unlocks a mutex.
e Service call ref _mtx

Refers to the state of a mutex.
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Figure 4.9 shows an example of mutex usage.

x x
Higher A Ceiling priority RUNNING | RUNNING |5 (’ RUNNING |5
(T R S
Task A ‘ \/\&<\ITING ‘ READY UNNING §| RUNNING ‘ WAITING ‘
Priority ‘ m ‘ %
Task B ITING READY RUNNING |5 RUNNING
S :
Lowery TaskC | RUNNING Z' READY ‘
——— | | —>
1 2 3 4 5 6  Time
Figure 4.9 Example of Mutex Usage

Description:

1. Task C locks a mutex by issuing loc_mtx. The priority of task C is raised to the ceiling priority
specified for the mutex.

2. Task A enters the READY state while task C is being executed at the ceiling priority.
Although the priority of task A is higher than that of task C at initial specification, task C now
locks a mutex to be executed at the ceiling priority which is higher than task A and task A
cannot enter the RUNNING state. In other words, while task C locks a mutex, task C continues
execution even if task A whose initial task priority is higher than task C becomes ready.

3. Task C unlocks the mutex by issuing unl_mtx. The priority of task C returns to the initial
priority and higher-priority task A enters the RUNNING state.

4. Task A issues loc_mtx to raise its priority to the ceiling priority.

5. Task A issues unl_mtx to return its priority to the initial level.

6. Task B issues loc_mtx to raise its priority to the ceiling priority.

7. Task B issues unl_mtx to return its priority to the initial level.
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Base Priority and Current Priority:

A task has two priority levels: base priority and current priority. Tasks are scheduled according to
the current priority.

While a task does not lock a mutex, the current priority is always the same as the base priority.

When a task locks a mutex, only the current priority is raised to the ceiling priority specified for
the mutex.

When priority-changing service call chg_pri or ichg_pri is issued, both the base priority and
current priority are modified if the specified task has not locked any mutex. When the specified
task has locked a mutex, only the base priority is modified. When the specified task has locked a
mutex or is waiting to lock a mutex, if a priority higher than the ceiling priority of the locked or
waited-for mutex is specified, an E_ILUSE error is returned.

The current priority can be checked through service call get_pri or iget_pri.
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4.13  Message Buffer

A message buffer is an object used to pass messages by copying them. The message area becomes
available immediately after the message has been sent regardless of whether a task has received
the message or not.

A message buffer area is allocated in the resource pool.
Message buffers can be created in the following ways.

e Service call cre_mbf or icre_mbf

A message buffer is created with a specified ID.
e Service call acre_mbf or iacre_mbf

A message buffer is created with the ID automatically assigned by the kernel.
o Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Message buffers are manipulated through the following service calls.

e Service call del_mbf
Deletes the specified message buffer.
e Service call snd_mbf or tsnd_mbf

Sends a message to a message buffer. When the message cannot be sent (the message buffer is
full or another task is waiting to send a message to the message buffer), the task enters the
WAITING state. In tsnd_mbf, a timeout period can also be specified.

e Service call psnd_mbf or ipsnd_mbf

Sends a message to a message buffer. When the message cannot be sent (the message buffer is
full or another task is waiting to send a message to the message buffer), an error is returned.

e Service call rcv_mbf or trcv_mbf

Receives a message from a message buffer. When the message cannot be received (the
message buffer has no message), the task enters the WAITING state. In trcv_mbf, a timeout
period can also be specified.

e Service call prcv_mbf

Receives a message from a message buffer. When the message cannot be received (the
message buffer has no message), an error is returned.

e Service call ref_mbf or iref _mbf

Refers to the state of a message buffer.
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Figure 4.10 shows an example of message buffer usage.

Time
Task A Task B Message
buffer
status
1 cre_mbf (64 bytes) ;
3 | Free space
rcv_mbf ()
2 <WAITING>
PV Ve Wa W Ve WV WV Ve VA Y Ve WaN
3 <READY>
(Receive X) snd_mbf (X: 16 bytes) | Free space
PO VAV Ve Ve WV VA VAV VA VAN
4 snd_mbf (Y: 48 bytes) | Y [Free |
5 snd_mbf (Z: 32 bytes) | | |
| <WAITING> _ Free
VA VA Ve We W W W VA Ve Ve VY VAN
6 rcv mbf () <WAITING

Figure 4.10 Example of Message Buffer Usage
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Description:

1.

Task A issues cre_mbf to create a 64-byte message buffer, where the maximum size of a
message is 48 bytes.

Task A prepares a 48-byte memory area and issues rcv_mbf to receive a message. Task A is
placed in the WAITING state since there are no messages in the message buffer.

Task B sends 16-byte message X by issuing snd_mbf. Task A is released from the WAITING
state and message X is copied to the memory prepared by task A. Task A gets the received
message size (16) as the return parameter.

Task B sends 48-byte message Y by issuing snd_mbf. Since there are no tasks waiting for a
message, message Y is copied to the message buffer. Note that the kernel uses a 4-byte
message buffer area when copying the message, but this is not shown in the figure.

Task B attempts to send 32-byte message Z by issuing snd_mbf. Since the message buffer does
not have enough free space to store message Z, task B is placed in the WAITING state.

Task A prepares a 48-byte memory area and issues rcv_mbf. 48-byte message Y stored in the
message buffer is copied to the memory prepared by task A. Task A gets the received message
size (48) as the return parameter. At this time, since the message buffer has sufficient space to
store message Z, task B is released from the WAITING state and message Z is copied to the
message buffer.

4.14 Fixed-Size Memory Pool

A fixed-size memory pool is an object used to dynamically allocate a fixed-size memory area.

Since the size of the memory pool is fixed, operation is faster than with a variable-size memory
pool.

Fixed-size memory pools can be created in the following ways.

Service call cre_mpf or icre_mpf

A fixed-size memory pool is created with a specified ID.

Service call acre_mpf or iacre_mpf

A fixed-size memory pool is created with the ID automatically assigned by the kernel.
Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

The address of a fixed-size memory pool area can be specified at task creation, or can be specified
to be automatically assigned by the kernel. When a fixed-size memory pool is created through the
configurator, its address cannot be specified.
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When the kernel automatically allocates a memory pool, it is allocated in the system pool. When
the memory object protection function is selected, the memory pool is handled as a memory object.
An access permission vector can be specified for a memory pool when the memory pool is created
by the configurator. For the memory pool created through a service call, an appropriate access
permission vector is automatically assigned so that only the domain of the program that created

the memory pool can read or write to the memory pool.

Fixed-size memory pools are manipulated through the following service calls.

e Service call del_mpf
Deletes the specified fixed-size memory pool.
e Service call get_mpf or tget_mpf

Acquires a fixed-size memory block. When the memory block cannot be acquired (no memory
block is available in the memory pool), the task enters the WAITING state. In tget_mpf, a
timeout period can also be specified.

e Service call pget_mpf or ipget_mpf

Acquires a fixed-size memory block. When the memory block cannot be acquired (no memory
block is available in the memory pool), an error is returned.

e Service call rel_mpf or irel_mpf
Returns a fixed-size memory block.
e Service call ref_mpf or iref_mpf

Refers to the state of a fixed-size memory pool.

Figure 4.11 shows an example of fixed-size memory pool usage.
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Time . :
Task A Task B Fixed-size
memory pool
status
cre_mpf
1 (16 bytes, 3 blocks) : | Free | Free | Free |
2 get_mpf (Get X) | X | Free | Free |
’ ? get—mplf (Get)
: | geL i (1)
PV VNN L 2N
5 tI f =
<WAITING> E
® <READY> relmpfty) [ X [ Y 2
(Get Y)
Figure 4.11 Example of Fixed-Size Memory Pool Usage
Description:

1.

Task A issues cre_mpf to create a fixed-size memory pool that has three 16-byte memory

blocks.

Task A gets block X by issuing get_mpf.
Task B gets block Y by issuing get_mpf.
Task B gets block Z by issuing get_mpf.
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5. Task A attempts to get a block by issuing get_mpf. At this time, no memory blocks are
available and task A enters the WAITING state.

6. Task B returns block Y by issuing rel_mpf. At this time, task A is released from the WAITING
state and the returned block Y is allocated to task A.

4.15  Variable-Size Memory Pool

A variable-size memory pool is an object used to dynamically allocate a memory area with the
size specified by the user.

Variable-size memory pools can be created in the following ways.

e Service call cre_mpl or icre_mpl

A variable-size memory pool is created with a specified ID.
e Service call acre_mpl or iacre_mpl

A variable-size memory pool is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

The address of a variable-size memory pool area can be specified at task creation, or can be
specified to be automatically assigned by the kernel. When a variable-size memory pool is created
through the configurator, its address cannot be specified.

When the kernel automatically allocates a memory pool, it is allocated in the system pool. When
the memory object protection function is selected, the memory pool is handled as a memory object.
An access permission vector can be specified for a memory pool when the memory pool is created
by the configurator. For the memory pool created through a service call, an appropriate access
permission vector is automatically assigned so that only the domain of the program that created

the memory pool can read or write to the memory pool.

Variable-size memory pools are manipulated through the following service calls.

e Service call del_mpl
Deletes the specified variable-size memory pool.
e Service call get_mpl or tget_mpl

Acquires a variable-size memory block with a specified size. When the memory block cannot
be acquired (no memory block is available in the memory pool or another task is waiting to
acquire a memory block), the task enters the WAITING state. In tget_mpl, a timeout period
can also be specified.
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e Service call pget_mpl or ipget_mpl

Acquires a variable-size memory block. When the memory block cannot be acquired (no
memory block is available in the memory pool or another task is waiting to acquire a memory
block), an error is returned.

e Service call rel_mpl or irel_mpl
Returns a variable-size memory block.
e Service call ref_mpl or iref_mpl

Refers to the state of a variable-size memory pool.

Figure 4.12 shows an example of variable-size memory pool usage.
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Time

Task A Task B Variable-size
memory pool status

cre_mpl ' | Free space |
(400 bytes)

PO VA VA Ve Ve W VA VA Ve Ve Ve W WaN

; get_mpl (192 bytes) | X | Free space|
; (Get X) |

i 132D

| getmol ($26ves) [ ree |
get_mpl (96 bytes) -

! (Get 2) Froe

get_mpl (256 bytes) .

<WAITING> Free

rel_mpl(X) |

| Free
rel_mpl(2) | Free . Free |
<READY> rel_mpl(Y) | w | Free |

(Get W)
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Description:

1. Task A creates a 400-byte variable-size memory pool by issuing cre_mpl.

2. Task B acquires 192-byte memory block X by issuing get_mpl. Note that the kernel uses 16
bytes in the memory pool to allocate a block, but this is not shown in the figure.

3. Task B also acquires 32-byte memory block Y by issuing get_mpl.

4. Task B also acquires 96-byte memory block Z by issuing get_mpl.

5. Task A attempts to acquire a 256-byte memory block by issuing get_mpl. However, the
available memory block is insufficient to assign a 256-byte memory block to task A, so task A
enters the WAITING state.

6. Task B returns 192-byte memory block X by issuing rel_mpl. Since there is not 256 bytes of
contiguous memory in the memory pool, task A remains in the WAITING state.

7. Task B returns 96-byte memory block Z by issuing rel_mpl. At this time, the total size of
available memory blocks is more than 256 bytes, however there is not 256 bytes of contiguous
memory in the memory pool, so task A remains in the WAITING state.

8. Task B returns 32-byte memory block Y by issuing rel_mpl. Since there is more than 256
bytes of contiguous memory in the memory pool, task A is released from the WAITING state
and 256-byte memory block W is assigned to task A.

4.15.1 Fragmentation

Repeated acquisition and return of memory blocks from a variable-size memory pool causes
"fragmentation" of the available memory area. When the memory area is fragmented, even if there
is enough total space to acquire a required memory block, it cannot be acquired if the area is not
contiguous.

The HI7300/PX provides a function for reducing fragmentation; the VTA_UNFRAGMENT
attribute should be specified at creation of a variable-size memory pool to reduce fragmentation.

For details, refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation
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4.16 Time Management
The kernel provides the following functions related to time management.

e Reference to and setting of system clock
e Time event handler (cyclic handler, alarm handler, and overrun handler) execution control

e Task execution control such as timeout and dly_tsk
The unit of time used for setting time parameters is 1 ms.

The kernel uses the system clock (a 48-bit counter value) to implement the time management
functions.

4.16.1 Time Precision

The unit of time used for setting time parameters, such as a timeout period, is 1 ms, but the
precision of time is TIC_NUME/TIC_DENO [ms]. With this precision, the system clock is
updated and time management is performed.

A time event (timeout occurrence or cyclic handler initiation) is generated after the specified time
has passed.

Figure 4.13 shows examples of tslp_tsk(5) execution when the actual time is 9.2 ms.
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[Example 1: TIC_NUME = TIC_DENO = 1]

Sys'tem9|10|11|12|13|14 15|16|17|18‘
clock

5 ms orlonger - 5ms
tslp_sk(5) g . v t
imeou

[Example 2: TIC_NUME =3 and TIC_DENO = 1]

System 9 | 12 15 18 |
cloc
( ......... ;......;.........G;.................)V
ms or longer —» 6 ms
tslp_tsk(5) g Timeout

[Example 3: TIC_NUME =1 and TIC_DENO = 2]

Stem| 9 | o | il e el el s el 7] 3]

5 ms orlonger - 5ms
slp_sk(5) g Y
imeou

Figure 4.13 Time Precision

4.16.2 System Clock Setting and Reference
The current system clock can be checked through service call get_tim or iget_tim.

Through service call set_tim or iset_tim, the system clock can be modified to a specified value.
Note that even after the system clock is modified, the actual time until the occurrence of an event
(such as timeout) that has already been monitored will not change.

4.16.3 Cyclic Handler

A cyclic handler is a time event handler that is initiated at a specified interval after the specified
initiation phase has been passed.

A cyclic handler is handled as the non-task context.
A cyclic handler is assigned to the kernel domain.
Cyclic handlers can be created in the following ways.

e Service call cre_cyc or icre_cyc

A cyclic handler is created with a specified ID. The created cyclic handler can also be started
by specifying the TA_STA attribute.
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Service call acre_cyc or iacre_cyc
A cyclic handler is created with the ID automatically assigned by the kernel.
Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Cyclic handlers are manipulated through the following service calls.

Service call del_cyc

Deletes a cyclic handler.

Service call sta_cyc or ista_cyc
Starts operation of a cyclic handler.
Service call stp_cyc or istp_cyc
Stops operation of a cyclic handler.
Service call ref_cyc or iref_cyc

Refers to the state of a cyclic handler.

There are two methods to initiate execution of a cyclic handler: storing the initiation phase, and
not storing the initiation phase. When storing the initiation phase, execution of a cyclic handler is
initiated based on the timing when the cyclic handler is created. When not storing the initiation

phase, execution of a cyclic handler is initiated based on the timing when operation of the cyclic

handler is started. Whether to store the initiation phase can be specified at creation of a cyclic
handler.

Figure 4.14 shows an example of cyclic handler usage.
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Create a cyclic handler Start a cyclic handler Stop a cyclic handler

(cre_cyc) (sta_cyc) (stp_cyc)
(@ (c) (e
Y (b) v @ ’ 0
| : : :\/} = Time
Initiation |  Initiation ! Initiaion | Initiation | Initiation
phase | cycle LYo iated)’ ™ (iniiateafYC® i
Y Y Y Y

Not initiated Not initiated Cyclic handler  Cyclic handler Nt initiated

() Initiation phase is stored

Create a cyclic handler Start a cyclic handler Stop a cyclic handler
(cre_cyc) (sta_cyc) (stp_cyc)

C)] (© (e

Y Y
(b) (d) Y (f)
l : : :\/} = Time
Initiation | Initilation : Initilation : Lniglaetion : Initilation
phase Y ovele Y Yo (niiated) - (nitiateasY*® i
Notinitiated  Not initiated Cyclic handler  Cyclic handler  Not initiated
(I1) Initiation phase is not stored
Figure 4.14 Example of Cyclic Handler Usage
Description:

(a) A cyclic handler (without TA_STA attribute specification) is created.

(b) The cyclic handler is not initiated after the initiation phase and cycle time have passed because

the cyclic handler operation has not been started.

(c) The cyclic handler operation is started by issuing the sta_cyc service call.

(d) When the initiation phase is stored as shown in (I) in the figure, the cyclic handler is initiated

based on the initiation cycle after the cyclic handler has been created. When the initiation
phase is not stored as shown in (II) in the figure, the cyclic handler is initiated based on the
initiation cycle after the sta_cyc service call has been issued.
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(e) The cyclic handler is stopped by issuing the stp_cyc service call.

(f) The cyclic handler is not initiated after the cycle time has passed because the cyclic handler
operation has been stopped.

4.164 Alarm Handler

An alarm handler is a time event handler that is initiated only once when the specified time has
been reached.

An alarm handler is handled as the non-task context.
An alarm handler is assigned to the kernel domain.
Alarm handlers can be created in the following ways.

e Service call cre_alm or icre_alm

An alarm handler is created with a specified ID. The created alarm handler can also be started
by specifying the TA_STA attribute.

e Service call acre_alm or iacre_alm
An alarm handler is created with the ID automatically assigned by the kernel.
e Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.

Alarm handlers are manipulated through the following service calls.

e Service call del_alm
Deletes an alarm handler.
e Service call sta_alm or ista_alm
Starts operation of an alarm handler.
e Service call stp_alm or istp_alm
Stops operation of an alarm handler.
e Service call ref_alm or iref_alm

Refers to the state of an alarm handler.

Figure 4.15 shows an example of alarm handler usage.
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Create an alarm Start an alarm Start an alarm Stop an alarm

handler (cre_alm) handler (sta_alm) handler (sta_alm) handler (stp_alm)
(@) (b) (d) (e)
! ! 1©) ! Y | > T
1 —_— ime
Initiation time Initiation time
(Initiated) '

Y

Alarm handler Alarm handler is not initiated.

X

Figure 4.15 Example of Alarm Handler Usage
Description:

(a) An alarm handler is created.
(b) The alarm handler operation is started by issuing the sta_alm service call.
(c) The alarm handler is initiated after the specified initiation time has passed.

(d) If the sta_alm service call is issued by specifying another initiation time, the alarm handler
starts operation again.

(e) Since the stp_alm service call is issued before the initiation time has passed, the alarm handler
is not initiated.
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4.16.5 Overrun Handler

An overrun handler is a time event handler that is initiated when a task has used the processor over
the time limit specified for the task. Only one overrun handler can be defined in a single system.

An overrun handler is handled as the non-task context.
An overrun handler is assigned to the kernel domain.
Overrun handlers can be created in the following ways.

e Service call def_ovr
Defines an overrun handler.

e Defined by the configurator
Overrun handlers are manipulated through the following service calls.

e Service call sta_ovr or ista_ovr

Specifies an overrun time for a task and starts monitoring whether the task overruns.
e Service call stp_ovr or istp_ovr

Stops monitoring whether the task overruns.
e Service call ref_ovr or iref_ovr

Refers to the state of an overrun handler.

Figure 4.16 shows an example of overrun handler usage.

Define an Start an Start an Stop an

overrun handler | |overrun handler overrun handler overrun handler

(def_ovr) (sta_ovr) (sta_ovr) (stp_owvr)

(@) (b) (d) (e)
Y Y © Y \
e T
Upper Iimitt. : Upper limit :
rocessor time ¢ '

P (Start executionfjrOCessor time

Y

Overrun handler An overrun handler is not initiated.

X

Figure 4.16 Example of Overrun Handler Usage
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Description:

(a) An overrun handler is defined.

(b) The upper limit processor time for the task is specified by the sta_ovr service call. The
operation of the overrun handler is started at this point.

(c) If the total processor time used by the task exceeds the upper limit processor time, the overrun
handler is initiated.

(d) If the upper limit processor time is changed by the sta_ovr service call, the operation of the
overrun handler is started again.

(e) If the stp_ovr service call is issued before the total processor time has exceeded the upper limit
processor time, the overrun handler is stopped. In this case, the overrun handler is not initiated
even if the upper limit processor time is exceeded after that.

4.16.6 Timer Driver

A timer driver is required to enable the time-management functions. Timer drivers are of two
types: a standard timer driver or an optimized timer driver. Either type should be selected through
CFG_OPTTMR in the configurator.

The standard timer driver generates timer interrupts at the intervals specified by
TIC_NUME/TIC_DENO [ms], and must be created and embedded in the kernel by the user. The
HI7300/PX provides sample drivers for the timers built into various microcomputers.

The optimized timer driver is provided in the kernel. It can reduce the frequency of timer
interrupts, but the applicable hardware is limited.

Reference: Creating standard timer driver — Section 9, Standard Timer Driver
Optimized timer driver — Section 4.17, Optimized Timer Driver

4.16.7 Notes on Time Management
The kernel performs the following processing when a timer interrupt occurs.

(a) Updates the system clock.

(b) Initiates and executes alarm handlers.

(c) Initiates and executes cyclic handlers.

(d) Initiates and executes the overrun handler.

(e) Performs task timeout processing specified by service calls with the timeout function such as
tslp_tsk.
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These processes are all performed with the CFG_KNLLVL or lower interrupt levels masked.
Among these processes, (b), (c), and (¢) may overlap for multiple tasks and handlers. In that case,
the processing time of the kernel becomes very long and results in the following defects.

e Delay of the response to interrupts

e Delay of the system clock
To avoid these problems, the following steps must be taken.

e The time for time event handler processing must be as short as possible.

e The time event handler cycles and the timeout values specified by timeout service calls must
be set to as large values as possible. For an extreme example, if the cycle time of a cyclic
handler is 1 ms and the handler's processing takes longer than 1 ms, that cyclic handler will be
executed forever; and the system will hang.

4.17 Optimized Timer Driver

4.17.1 Overview

The standard timer driver generates timer interrupts in the same cycle as the time precision for
service calls (CFG_TICNUME/CFG_TICDENO [ms]). When the optimized timer driver is used,
the frequency of interrupts can be reduced while the time precision for service calls is maintained.

e The frequency of timer-interrupt generation during the sleep mode of the CPU is reduced; this
leads to improved power consumption.

e Reducing the frequency of timer interrupts lowers the percentage of CPU time taken up by
timer-interrupt processing and improves the throughput of the system. Alternatively, the CPU
may be placed in the power-down mode for a greater part of the time.

Unlike the standard timer driver, the optimized timer driver is developed for the TMU in specific
microcomputers and built into the kernel. The user cannot create an optimized timer driver.
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4.17.2  Operation

Figure 4.17 shows examples of operation where the standard timer driver and optimized timer
driver are used to provide time precision of 1 ms (CFG_TICNUME/CFG_TICDENO).

Standard timer driver:

Timer interrupt 1[ms]

???????????????

tslp_tsk(9) Timeout
Optim;ed timer driver: 5 [ms] timer interrupts 1 [ms] timer interrupts
S R ! ] ! q q |
tslp_tsk(9) T|m out

Figure 4.17 Example of Operation

Two TMU timer channels, one with a 1-ms cycle and the other with a 5-ms cycle, are used for the
optimized timer driver as shown in figure 4.17; the respective timing cycles are called the high-
precision cycle and low-precision cycle. The high-precision cycle is the result, in ms, of the
division of the values specified by the configurator, i.e., CFG_TICNUME/CFG_TICDENO. The
period of the low-precision cycle is an integer multiple of the high-precision period and is
specified through CFG_LONGTICRATE in the configurator.

When the optimized timer driver is in use, the kernel investigates the following situations at the
right time.

e Waiting tasks by service calls with timeout (txxx_yyy)
e Waiting tasks by dly_tsk service call
e Cyclic handlers

e Alarm handlers

The kernel uses the investigation results to determine whether or not interrupts at high-precision
cycles are needed, and accordingly enables or disables high-precision interrupts.

Interrupts at low-precision cycles are always enabled.

61
RENESAS




Although not shown in figure 4.17, another TMU channel is used in monitoring for the overrun
handler. This timer interrupt is only generated when a task has reached the upper limit on the
allowed processor time.

Figure 4.18 shows two effects of using the optimized timer driver. This function reduces the
frequency of timer interrupts, leading to the following advantages over the standard timer driver.

e Quicker transitions to the sleep mode (lower amount of CPU time consumed in timer-interrupt
processing)

e Less frequent cancellation of the sleep mode for the processing of timer interrupts

Standard timer diriver is in use:

LEEP instruction Any interrupt

Powen

rassrsIIIIIIIIISS
wrrrrrrrserress,
verrrrrrrssIIIIT)
wrsrrrrrssrrrss
wrrrrrssIIIIIIYS
srrrrrerrrrrries,
rassrsIIIIIIIIISS
wrrrrrrrserress,

Optimized timer driver is in use: - —
P (1) Quicker transition to sleep mode

SLEEP instruction ;
Powe A Any interrupt NN
\
A
N
\ N
N
N : Timer interrupt processing (2) Less frequent cancellation of sleep mode
E : Processing other than timer interrupt processing for timer interrupts
- : The CPU is in sleep mode.

Figure 4.18 Schematic Illustration of the Optimized Timer Driver's Effects

4.17.3  Applicable Microcomputers

The optimized timer driver uses the TMU built into the microcomputer. However, not all
microcomputers including TMU are applicable to the optimized timer driver. As of publication of
this manual, the optimized timer driver can only be run with the following microcomputers:

SH73180 and SH73230
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4.17.4 Hardware Initialization

The following processing is carried out to initialize the optimized timer driver when the kernel is
started up.

(1) Cancels the module stop state of TMU.
(2) Initializes channels O, 1, and 2.

(3) Sets the interrupt levels of channels 0, 1, and 2 for the interrupt controller.

However, when the def_ovr service call has not been selected in the configurator, settings for
channel 2 in the above (2) and (3) are not made.

Note that the optimized timer driver does not place the TMU in the module stop state.
4.18 Interrupt Management

4.18.1 Interrupt Handler

An interrupt can be requested through an external interrupt pin or from a peripheral module. When
an interrupt occurs, the corresponding interrupt handler is executed via the kernel.

Interrupts are distinguished by the interrupt handler number. Each interrupt handler number
corresponds to the INTEVT code of the CPU.

An interrupt handler is handled as the non-task context.
An interrupt handler is assigned to the kernel domain.
Interrupt handlers can be defined in the following ways.

e Service call def_inh or idef_inh
Defines an interrupt handler for the specified interrupt handler number.
e Defined by the configurator

When an interrupt for which no interrupt handler has been defined occurs, the system goes down.

Reference: Section 8.4, Interrupt Handlers
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4.18.2 Kernel Level (CFG_KNLLVL)

The kernel level (CFG_KNLLVL) specifies the level of interrupts to be masked during kernel
execution, and it is also used as the timer interrupt level. The kernel level can be specified by the
configurator.

The kernel executes the critical sections and timer interrupt processing by masking the interrupts
having levels equal to or lower than the CFG_KNLLVL level.

When the memory object protection function is selected, the kernel executes TLB-related
exception processing by masking all interrupts (SR.BL = 1).

Interrupts having levels higher than the kernel level are immediately accepted even during critical
section execution in the kernel. Note that the handlers for interrupts having levels higher than the
kernel level are not allowed to issue a service call.

When the IMASK bit value in SR is set higher than the kernel level (an interrupt handler having a
level higher than the kernel level always satisfies this condition), service calls must not be issued.
If a service call is issued under this condition, the interrupt mask level in the kernel will be
unexpectedly lowered.

4.18.3  Disabling Interrupts
Interrupts can be disabled in the following ways, regardless of the causes.

e Modify the IMASK bits in SR.
e Set the BL bitin SR to 1.

(1) Modifying the IMASK Bits in SR
Modifying the IMASK bits in SR can disable interrupts at the specified level or lower levels.
Note the following when modifying the IMASK bits.

e When the IMASK value in SR indicates a level higher than the kernel level (CFG_KNLLVL),
service calls must not be issued. If this is attempted, correct system operation is not guaranteed.

¢ In an interrupt handler, the IMASK value must not be modified to lower than the interrupt
level of that handler. During other non-task context execution, the IMASK value must not be
modified to lower than the level at initiation.

The IMASK bits in SR can be modified in the following ways.
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(a) Service call loc_cpu or iloc_cpu
Each call shifts the system to the CPU-locked state, in which the IMASK value in SR is
modified to the kernel level (CFG_KNLLVL).
To cancel the CPU-locked state, issue unl_cpu or iunl_cpu.
Note the following when using service call loc_cpu or iloc_cpu.
— When the transition to the CPU-locked state is made in the non-task context, the CPU-
locked state must be canceled within the handler.

— The service calls available in the CPU-locked state are limited.
Reference: Service calls available in the CPU-locked state — Section 6.4.3, CPU-Locked State

(b) Service call chg_ims or ichg_ims

Each call modifies the IMASK bits in SR to the specified value and interrupts having a level

equal to or lower than the specified level are masked.

To cancel the mask, issue chg_ims to restore the IMASK value in SR to the value that the

IMASK bits previously held.

Note the following when using service call chg_ims or ichg_ims.

— This method cannot modify the IMASK bits to a level higher than the kernel level
(CFG_KNLLVL). If an attempt is made to specify a higher level through service call
chg_ims, an E_PAR error is returned. To modify the IMASK bits to a level higher than the
kernel level, use the method described in (c) Modifying the IMASK bits in SR without a
service call.

— The system is in the dispatch-disabled state while the IMASK bits are set to a non-zero
value by using this method in a task context.

— If service call chg_ims or ichg_ims is issued in the CPU-locked state, an E_CTX error is
returned.

(c) Modifying the IMASK bits in SR without a service call

The IMASK bits in SR can be modified by the LDC instruction and interrupts having a level

equal to or lower than the specified level are masked. In C language, intrinsic function

set_imask() or set_cr() supported by the compiler should be used for this purpose.

To cancel the mask, restore the IMASK value in SR to the value that the IMASK bits

previously held.

Note the following when modifying the IMASK bits through this method.

— In a task context, the IMASK bits are only modified to a level higher than the kernel level
(CFG_KNLLVL) or 0. If another value is specified through this method, correct operation
is not guaranteed.
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— In the CPU-locked state, the IMASK bits must not be modified to a lower value than
CFG_KNLLVL. If this is attempted, correct system operation is not guaranteed.

— LDC is a privileged instruction, and so this method cannot be used in a user domain.
(2) Modifying the BL Bit in SR
All interrupts are disabled through this method.

The BL bit in SR can be set to 1 through the LDC instruction. In C language, intrinsic function
set_cr() supported by the compiler should be used for this purpose.

To cancel the mask, restore the BL value in SR to 0.
Note the following when modifying the BL bit through this method.

e [If a CPU exception occurs while the BL bit is 1, the CPU is reset. To avoid this reset,
applications must be programmed so that no CPU exception occurs in this state. Note
especially that when the memory object protection function is selected, access to the MMU
mapped area may generate a TLB miss exception except when the target address is locked
through service call vloc_tlb, and so the MMU mapped area must not be accessed.

In addition, a service call must not be issued for the same reason.

e LDC is a privileged instruction, and so this method cannot be used in a user domain.

Reference: Section 8.4.4, Notes on NMI

4.19 CPU Exception

A CPU exception occurs during program execution. When a CPU exception occurs, the
corresponding CPU exception handler is executed via the kernel.

CPU exceptions are distinguished by the CPU exception handler number. Each CPU exception
handler number corresponds to the EXPEVT code of the CPU.

A CPU exception handler is handled as the non-task context.
A CPU exception handler is assigned to the kernel domain.
CPU exception handlers can be defined in the following ways.

e Service call def_exc or idef_exc
Defines a CPU exception handler for the specified CPU exception handler number.
e Defined by the configurator
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When a CPU exception for which no CPU exception handler has been defined occurs, the system
goes down.

A packet is sent to a CPU exception handler to pass the necessary information, such as the register
values stored when the CPU exception occurred. To extract information from this packet, the
following macros are provided.

e VSNS CTX: Returns information as to whether execution was in the non-task context when
the CPU exception occurred.

e VSNS_LOC: Returns information as to whether the system was in the CPU-locked state when
the CPU exception occurred.

e VSNS_DSP: Returns information as to whether the system was in the dispatch-disabled state
when the CPU exception occurred.

e VSNS_DPN: Returns information as to whether the system was in the dispatch-pended state
when the CPU exception occurred.

e VSNS_TEX: Returns information as to whether the task exception was enabled for the task if
execution was in a task context when the CPU exception occurred.

e VGET_TID: Returns the ID of the task that was running when the CPU exception occurred.

e VGET_DID: Returns the ID of the domain of the task that was running when the CPU
exception occurred.

The state to be restored after a return from the CPU exception processing can be changed by
modifying this packet.

Reference: Section 8.8, CPU Exception Handler

4.20 Extended Service Call and Trap

Extended service calls and traps are used to call programs (extended service call routines and trap
routines) assigned to the kernel domain.

Both can be issued after corresponding user-created programs are defined in the kernel.
Reference: Section 8.3, Extended Service Call Routines and Trap Routines

The context type of an extended service call routine or a trap routine is the same as that of the
caller of the routines.
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Both routines are assigned to the kernel domain.

4.20.1 Extended Service Call

Extended service calls are distinguished by the function code. An extended service call routine
should be defined for each function code. When service call cal_svc or ical_svc is issued, the
extended service call routine corresponding to the function code specified in the call is executed.

Extended service calls are defined in the following ways.

e Service call def_svc or idef _svc

Defines an extended service call for the specified function.
e Defined by the configurator
4.20.2 Trap

Traps are distinguished by the trap number.

Trap numbers O to 15 are reserved for kernel use; trap numbers of 16 or above can be used in
applications. When a TRAPA instruction is executed, the trap routine corresponding to the
specified trap number is called.

Trap routines are defined in the following ways.

e Service call vdef_trp or ivdef_trp
Defines a trap for the specified number.

e Defined by the configurator
4.21 Memory Object Protection Function

4.21.1 Overview

The memory object protection function controls "which program can perform which type of access
to which memory". Through this control, the following functions are implemented.

e Detect unauthorized access

e Check errors in address parameters passed through kernel service calls
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By prohibiting unauthorized memory access through these functions, debugging efficiency is
improved and the system’s memory contents are protected against unexpected illegal memory
access that might be done after shipment.

"Which program" in the above description means "which user domain ID". The programs in the
kernel domain are not controlled by the memory object protection function, and these programs
can always access any memory.

A task is assigned to a user domain or the kernel domain. A handler is assigned to the kernel
domain.

"Which type of access" means "read access (including instruction fetch)" or "write access", and
"which memory" means "which memory object". The kernel controls this information for each
memory object. This management information is called an access permission vector.

For a memory object, the following attributes can be specified.

e Read-only or readable/writable

e (Cacheable or non-cacheable, and write mode (copy-back or write-through) when cacheable

The kernel uses the memory management unit (MMU) built into the processor to implement this
function.

To enable the memory object protection function, select CFG_PROTMEM.

Figure 4.19 gives an overview of the memory object protection function.
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Figure 4.19 Overview of Memory Object Protection Function
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4.21.2 Memory Object Types
Table 4.2 lists the memory object types.

Table 4.2 Memory Object Types

Memory Object Creation

Memory object Stack for the task in a user domain, Created at task creation

allocated in the system  which is allocated in the system pool by

pool the kernel
Fixed-size memory pool area allocated in  Created at fixed-size
the system pool by the kernel memory pool creation
Variable-size memory pool area allocated Created at variable-size
in the system pool by the kernel memory pool creation

Protected memory block acquired from a protected memory pool Created at protected

Protected memory block received from a protected mailbox memory block acquisition

Static memory object defined by the configurator —

4.21.3  Attribute and Domain
Each memory object has the following attributes supported by this kernel.

(1) Read-only (TA_RO) or readable/writable (TA_RW)

When a memory object has the TA_RO attribute, an exception will be detected if the memory
object is written to, regardless of the access permission vector to be described later.

(2) Cacheable (TA_CACHE) or non-cacheable (TA_UNCACHE)
(3) Cache write mode: Copy-back (TA_WBACK) or write-through (TA_WTHROUGH)

Note that the cache-related attributes are valid only while the cache is enabled. For an on-chip
memory, the cache-related attributes are ignored, and the non-cacheable attribute is always
assumed.

Reference: Section 5.3.3, On-Chip Memory
A memory object is assigned to a domain. Note the following about domains.

(1) When a task returns a protected memory block to a protected memory pool (rel_mpp), the
domain of the protected memory block must be the same as the domain of the task.

(2) When a task sends a protected memory block to a protected mailbox (snd_mbp), the domain of
the protected memory block must be the same as the domain of the task.
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(3) The initial access permission vector for a memory object that is allocated in the system pool
depends on the assigned domain (see the next section).

Table 4.3 shows the domain of each memory object and the attributes of the domain. The
attributes of each domain cannot be dynamically modified through service calls.

Table 4.3 Domain of Each Memory Object and Domain Attributes

Memory Object Domain Attribute

Memory object Stack for the task in a user Domain of the task The following

allocated inthe ~ domain, which is allocated in  (specified as the task attributes are

system pool the system pool by the attribute) always applied.
kernel TA_RW

Fixed-size memory pool area (1) When created by the TA CACHE
allocated in the system pool  configurator: Kernel -

by the kernel domain TA_WBACK

Variable-size memory pool (2) When created through a

area allocated in the system  service call: Domain of the

pool by the kernel program that issued the

service call
Protected memory block acquired from a Domain of the task that Specified by the
protected memory pool acquired the memory block  configurator at
Protected memory block received from a Domain of the task that protected |
protected mailbox received the memory block memory poo
creation

Static memory object defined by the Kernel domain Specified by the
configurator configurator at

static memory
object registration
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4.21.4  Access Permission Vector

Each memory object has an access permission vector, which indicates which user domain can
perform which type of access for that memory object. The kernel domain can access any memory
object regardless of the access permission vector.

This kernel supports the access permission vectors shown in table 4.4.

Table 4.4  Access Permission Vectors

Access Permission User Domain that can Access to Memory Object

Vector Write Access * Read access
TACT_KERNEL None None
(no user domain can access) (no user domain can access)
TACT_PRW(domid) User domain with domid only User domain with domid only
TACT_PRO(domid) None User domain with domid only
(no user domain can access)
TACT_SRW All user domains All user domains
TACT_SRO None All user domains
(no user domain can access)
TACT_SRPW(domid) User domain with domid only All user domains

Note: A memory object with the TA_RO attribute cannot be written to regardless of the access
permission vector, even by the kernel domain.

The access permission vector can be modified through service call sac_mem.

Table 4.5 shows the initial access permission vector for each memory object.
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Table 4.5  Access Permission Vector for Each Memory Object

Memory Object Initial Access Permission Vector
Memory object Stack for the task in a user TACT_PRW(domid) domid indicates the
allocated in the domain, which is allocated in the domain of the task
system pool system pool by the kernel
Fixed-size memory pool area (1) When created by the configurator:
allocated in the system pool by Value specified by the configurator
the kernel

(2) When created through a service call:

Variable-size memory pool area

> An appropriate value is specified so that
allocated in the system pool by

only the assigned domain can read or
the kernel write to the memory object.

For the kernel domain: TACT_KERNEL

For a user domain: TACT_PRW(domid)
domid indicates the assigned domain.

Protected memory block acquired from a protected TACT_PRW(domid)

memory pool domid indicates the domain of the task
that acquired the memory block

Protected memory block received from a protected TACT_PRW(domid)

mailbox domid indicates the domain of the task

that received the memory block

Static memory object defined by the configurator Value specified by the configurator

4.21.5 Page Size

The MMU manages memory in page units. The basic page size in this kernel is 4 kbytes
(CFG_PAGESZ). However, for static memory objects only, a value other than 4 kbytes can be
specified as the page size. (Note that 1 kbyte is not allowed as the page size in the kernel
specifications.)

The start address of each memory object must be aligned with a page boundary.

In static memory objects, specifying a large page size reduces the TLB entries to be used, which
will decrease the TLB miss rate. However, it may degrade the efficiency of memory use.

For example, when a 40-kbyte area is used as a static memory object, if the page size is set to 4
kbytes, ten TLB entries are required. If the page size is set to 64 kbytes, only one TLB entry is
required. In this case, when the page size is set to 64 kbytes, the TLB miss rate becomes 1/10 that
for a 4-kbyte page when simply calculated. However, for a 64-kbyte page, an area between two
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64-kbyte boundaries must be allocated and the last 24 kbytes in that area cannot be used for other
memory objects, resulting in loss of available space.

Table 4.6 shows the difference in alignment among memory object types.

Table 4.6

Memory Object

Alignment of Each Memory Object

Alighment with Page Size

Stack for the task in a user
domain, which is allocated
in the system pool by the
kernel

Memory object
allocated in the
system pool

Fixed-size memory pool
area allocated in the
system pool by the kernel

Variable-size memory pool
area allocated in the
system pool by the kernel

Automatically aligned by the kernel.

At linkage, the user must allocate the system
pool section (BSCP_hisyspl) to align with a 4-
kbyte boundary.

Protected memory block acquired from a
protected memory pool and protected memory
block received from a protected mailbox

Automatically aligned by the kernel.

At linkage, the user must allocate the protected
memory pool section to align with a 4-kbyte
boundary.

Static memory object defined by the
configurator

(1) Address specification

The address of a boundary for the page size of
the memory object must be specified. When a
symbol is specified, make appropriate settings
at linkage so that the symbol address is aligned
with a boundary for the page size of the
memory object.

(2) Section specification

The user must allocate the memory object
section to align with a boundary for the page
size of the memory object.

4.21.6  Detection of Illegal Access

Refer to the following.

Reference: Section 5.3.1 (2), Detection of Illegal Access
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4.21.7 TLB Miss Penalty

The MMU has a cache memory called the translation lookaside buffer (TLB), which stores
protection information for each page. The kernel manages this TLB.

Note that the TLB is a cache and cannot indefinitely hold all information necessary for the system.
If no valid information is found in the TLB when an MMU mapped area is accessed, the processor
generates a TLB miss exception. In this case, the kernel appropriately updates the TLB according
to the management information stored in memory and resumes exception processing. However,
this means a large overhead for the respective section in the application because the kernel
executes additional TLB miss exception processing when memory is accessed. This overhead is
called a TLB miss penalty.

The following actions should be taken to avoid or reduce a TLB miss penalty.
(1) Allocating Target Area in MMU Non-Mapped Area

No TLB miss occurs when the target area is allocated in an MMU non-mapped area instead of a
memory object. However, there is no MMU non-mapped area that can be accessed from a user
domain. The on-chip memory is the only option that can be accessed from a user domain when
"MMU non-mapped area, accessible in the user mode" is specified for CFG_IRAMUSAGE.

(2) Locking TLB

Through service call vloc_tlb, the page including the specified address can be temporarily locked
in the TLB. Note that the number of pages locked at the same time is limited to the
CFG_MAXLOCPAGE value (32 max.).

(3) Specifying Large Page Size for Static Memory Object

Specifying a large page size reduces the number of TLB entries used, resulting in a lower TLB
miss rate.

(4) Reducing Number of Pages Used in the System at a Given Time to the Number of TLB
Pages of the Microcomputer or Less

The sum of the following values is the number of pages used in the system at a given time.

e System pool size (CFG_SYSPOOLSZ)/4096
o Each static memory object size/page size for the memory object

e Each protected memory pool size/4096
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When this sum is equal to or less than the number of TLB pages of the microcomputer, a TLB
miss occurs only for the first access to each page, but will not occur again because that page will
not be replaced in the TLB.

To avoid a TLB miss at the first access, access all pages intentionally during initialization before
the main operation; after that, no TLB miss will occur during the main operation.

(5) Avoid Enabling MMU

When there is no possibility of memory access violation after debugging is completed, the kernel
can be initiated (service call vsta_knl) with the MMU disabled. In this case, no TLB miss will
occur. Note, however, that the exceptions described in section 4.21.6, Detection of Illegal Access,
which can be detected by the MMU, will not be detected either.

Reference: Disabling MMU — Section 4.21.10, MMU Initialization

4.21.8  Access Permission Check (prb_mem)

Service call prb_mem can be used to check whether the specified domain is allowed to perform
the specified access (read or write) to the specified address.

4.21.9  Check for Errors in Address Parameters of Service Calls

The address parameters for all service calls can be checked for errors in the same way as service
call prb_mem. To enable this check function, select CFG_MEMCHK.

After the parameter correctness has been verified, deselecting this function can improve the
performance.

4.21.10 MMU Initialization
(1) MMUCR Register

Some of the bits in MMUCR are initialized by vsta_knl (kernel initiation). The other bits must be
initialized as needed by the application before vsta_knl is issued.

MMUCR must not be modified after vsta_knl is issued.

e AT bit: Not initialized by vsta_knl. Initialize it appropriately by the application before vsta_knl.
Set 1 to enable the MMU or O to disable it.

e LRUI bits: Initialized to 0 by vsta_knl.
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o URB bits: Initialized to 0 by vsta_knl.

e URC bits: Initialized to 0 by vsta_knl.

e SQMD bit (only for SH-4A): Not initialized by vsta_knl. Initialize it appropriately by the
application before vsta_knl.

e SV bit: Initialized to 1 (single virtual memory mode) by vsta_knl.

e TI bit: Initialized to 1 by vsta_knl to invalidate all TLB entries.

e ME bit (when the CPU in use is the SH4AL-DSP or SH-4A with extended functions):
Initialized to 1 by vsta_knl.

(2) TTB, PTEH, and PTEL Registers

The kernel uses these registers and they must not be modified after vsta_knl is issued (kernel
initiation).

(3) PASCR and IRMCR Registers

These registers must be appropriately initialized by the application according to the system
configuration before vsta_knl is issued. The kernel never accesses these registers.

Reference: In the sample system, these registers are initialized by
samples\shnnnn\kernel\knl_side\init_mmu.c.

4.22  Protected Memory Pool

A protected memory pool is an object used to dynamically allocate a memory object. Protected
memory pools can be used only when the memory object protection function is selected.

A protected memory block acquired from a protected memory pool is assigned to the domain of
the program that acquired the memory block, and is handled as a memory object that can be
accessed only from that domain. Only protected memory blocks can be sent to protected
mailboxes.

Protected memory pools can be created only by the configurator.
Protected memory pools are manipulated through the following service calls.

e Service call pget_mpp

Acquires a protected memory block with a specified size. When the memory block cannot be
acquired (no memory block is available in the memory pool), an error is returned. The size of
the block to be acquired is the value obtained by rounding the specified size up to a multiple of
CFG_PAGESZ (4096).
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e Service call rel_mpp

Returns a protected memory block. This is allowed only when the domain of the task that
returns the protected memory block matches the domain of the memory block to be returned.

e Service call ref_mpp

Refers to the state of a protected memory pool.

Note:

The free space in protected memory pools may be fragmented. Refer to the following.
Reference: Section 4.31, Controlling Memory Fragmentation

Figure 4.20 shows an example of protected memory pool usage.

Time Task A || Task B |

2 pget_mpp (20 kbytes)
(Get X)

3 pget_mpp (4 kbytes)
(Get Y)

4 pget_mpp (8 kbytes)
(Get 2)

5 pget_mpp (16 kbytes)

<-- E_TMOUT error
6 rel_mpp(X)

Figure 4.20

Example of Protected Memory Pool Usage

RENESAS

Protected memory pool status

Free space |
X | Free space |
X | Y | Free space |
X | Y | 4 | Free |
X Y Z Free
Free space Y Z Free
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Description:
. A 36-kbyte protected memory pool is created by the configurator.
. Task B acquires 20-kbyte protected memory block X by issuing pget_mpp.

1
2
3. Task B acquires 4-kbyte protected memory block Y by issuing pget_mpp.
4. Task B acquires 8-kbyte protected memory block Z by issuing pget_mpp.
5

. Task A attempts to acquire a 16-kbyte protected memory block by issuing pget_mpp. However,
the free space is insufficient, and an E_TMOUT error is returned.

6. Task B returns 20-kbyte block X by issuing rel_mpp.

4.23 Protected Mailbox

A protected mailbox is an object used to pass messages between domains. It can be used only
when the memory object protection function is selected.

High-speed data communication can be achieved because communication using a protected
mailbox sends and receives only the start address of a message.

Only a protected memory block acquired from a protected memory pool can be used as a message.
Protected mailboxes can be created in the following ways.

e Service call cre_mbp or icre_mbp

A protected mailbox is created with a specified ID.
e Service call acre_mbp or iacre_mbp

A protected mailbox is created with the ID automatically assigned by the kernel.
o Created by the configurator

An ID name can be specified. When [Kernel side] is not selected in the configurator, the
configurator can automatically assign an ID.
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Protected mailboxes are manipulated through the following service calls.

Service call del_mbp

Deletes the protected mailbox with the specified ID.

Service call snd_mbp

Sends a protected memory block as a message to a protected mailbox. A message can be sent
only when the domain of the task sending a message is the same as the domain of the protected
memory block to be sent.

For a protected memory block sent to a protected mailbox, the access permission vector is
changed to TACT_KERNEL.

Service call rcv_mbp or trcv_mbp

Receives a message from a protected mailbox. When data cannot be received (the protected
mailbox has no message), the task enters the WAITING state. In trcv_mbp, a timeout period
can also be specified.

For the received message (protected memory block), the domain is changed to that of the task
that received the message, and the access permission vector is changed so that only the task
that received the message can read or write to the protected memory block.

Service call prcv_mbp

Receives a message from a protected mailbox. When data cannot be received (the protected
mailbox has no message), an error is returned.

For the received message (protected memory block), the domain is changed to that of the task
that received the message, and the access permission vector is changed so that only the task
that received the message can read or write to the protected memory block.

Service call ref_mbp or iref_mbp

Refers to the state of a protected mailbox.

Figure 4.21 shows an example of protected mailbox usage.
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. Task A Task B Protected mailbox status
ime i
(domain 1) (domain 2) Task queug Yvaltlng Sent message
for receiving queue
1 cre_mbp None None
<WAITING>
pget_mpp
3 None None
-> Get X
4 <READY> snd_mbx(X) None None
(Receive X) I
pget_mpp
5 None None
> GetY
6 snd_mbp(Y) None
7 rcv_mbp None None
(Receive Y) '

Figure 4.21 Protected Mailbox Usage
Description:

Bold lines represent executed processing. The following describes the mailbox operation with
respect to time.

1. Task A issues cre_mbp to create a protected mailbox. The TA_TFIFO attribute (tasks waiting
to receive are queued in FIFO) and the TA_MFIFO attribute (sent messages are queued in
FIFO) are specified.

2. Task A attempts to receive a message by issuing rcv_mbp. Since no message is stored in the
protected mailbox, task A enters the WAITING state.
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3. Task B gets protected memory block X by issuing pget_mpp and creates a message in this
block.

4. Task B sends protected memory block X by issuing snd_mbp. At this time, task A is released
from the WAITING state, and task A receives the address of message X.

5. Task B gets protected memory block Y by issuing pget_mpp and creates a message in this
block.

6. Task B sends protected memory block Y to the mailbox by issuing snd_mbp. At this time,
since no tasks are waiting for a message, message Y is placed in a message queue.

7. Task A issues rcv_mbp. Task A receives the address of message Y, which is at the head of the
message queue.

4.24  System Memory Management

4.24.1 System Pool
The system pool is an area where the kernel allocates the following areas.

e Stack areas for the tasks in user domains
o Fixed-size memory pool areas

e Variable-size memory pool areas
The system pool size should be specified through CFG_SYSPOOLSZ in the configurator.

If a service call requiring the system pool is issued when the system pool does not have sufficient
free space, an E_NOMEM error is returned.

When the memory object protection function is selected, an area allocated in the system pool is
handled as a memory object. The requested allocation size is rounded up to a multiple of
CFG_PAGESZ (4 kbytes). The start address of an allocated area is aligned to a CFG_PAGESZ-
size boundary.

When the memory object protection function is not selected, the requested allocation size is
rounded up to a multiple of 64. The start address of an allocated area is aligned to a 32-byte
boundary.

The current system pool status can be checked by issuing service call vref_syp.
Note that the kernel never creates management tables in the system pool.

The free space in the system pool may be fragmented. Refer to the following.
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Reference: Section 4.31, Controlling Memory Fragmentation
For calculation of the system pool size, refer to the following.

Reference: Section 14, Estimation of System Pool Size

4.24.2 Resource Pool

The resource pool is an area where the kernel allocates management tables, which are required in a
dynamic manner in the kernel.

The resource pool size should be specified through CFG_RESPOOLSZ in the configurator.

The kernel acquires an area from the resource pool as necessary according to the service call
issued. The requested allocation size is rounded up to a multiple of 20.

If a service call requiring the resource pool is issued when the resource pool does not have
sufficient free space, an E_NOMEM error is returned.

The current resource pool status can be checked by issuing service call vref_rsp.
The free space in the resource pool may be fragmented. Refer to the following.
Reference: Section 4.31, Controlling Memory Fragmentation

For the timing for resource pool requests and calculation of the resource pool size, refer to the
following.

Reference: Section 13, Estimation of Resource Pool Size

4.25 DSP Standby Control

4.25.1 Overview

This function reduces power consumption by making the kernel automatically place the X/Y
memory in the module stop state provided in the microcomputer when programs without the
TA_COPO attribute are running.

This function also supports the vchg_cop service call, which is used to dynamically change the
TA_COPO attribute. Using vchg_cop makes it possible to extend the periods over which hardware
resources are placed in the module stop state.
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Figure 4.22 gives an overview of this function.

Task A
35 |mmtacors NN
23
- Task B
© & | (without TA_COPO) I I
>
Q Task A
8 8 | (with TA_COPO) L]
D =
S = Task B
22 | (without TA_COPO) [ 1] ]
- >
o vchg_cop (DSP in use) vchg_cop (DSP not in use)
8 o Task A
98 | withouttacoro) ] W =
o C
S c
— Task B
= (without TA_COPO) [ ] [ 1]
>

[ ] : The DSP s in the module stop state.
- : The DSP is not in the module stop state.

: The DSP is not in the module st.op state and the DSP opergtion isin
progress (the hardware module, i.e., the DSP, is actually being accessed).

Figure 4.22 Overview of DSP Standby Control

4.25.2  Applicable Microcomputers

This function is only usable with microcomputers that include a DSP and satisfy the following
condition.

o The register that specifies whether to stop the X/Y memory is 32 bits long.
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4.25.3 Module Stop State of X/Y Memory when Initiating Programs

When processing of a program is initiated and the DSP-standby control function has been included,
the X/Y memory status becomes as shown in table 4.7.

In the programs for which 'Undefined' are indicated in table 4.7, the X/Y memory associated with
the TA_COPO attribute must not be accessed. To use the X/Y memory, cancel the module stop
state after saving the module stop state information on the program side when initiating the
program, and return the X/Y memory to the saved state before leaving the program.

Table 4.7 Module Stop State when Initiating Programs

Program Module Stop State

Task, task exception processing routine, With TA_COPO: Non-module stop state

extended service call routine, trap routine Without TA_COPO: Module stop state

Interrupt handler Undefined (same state as before the interrupt)

CPU exception handler Undefined (same state as before the CPU exception)
Time event handler Undefined

Initialization routine Undefined

When the kernel is idling (i.e., there is no READY task), the X/Y memory enters the module stop
state.

4.254 Notes

For example, when task A with the TA_COPQO attribute specifies the X/Y memory as the source or
destination of a DMA transfer and then starts the transfer, the transfer will not proceed correctly if
execution is switched to task B that does not have the TA_COPO attribute, since the kernel places
the X/Y memory in module stop state during the execution of task B.

If an interrupt occurs during the above-described transfer by task A and the interrupt handler
issues an extended service call that does not have the TA_COPO attribute, the transfer will not
proceed correctly since the kernel places the X/Y memory in module stop state during the
execution of the extended service call.

This is because access to the X/Y memory by the DMA is asynchronous with the software
operation, while the module stop control of the X/Y memory is synchronized with task execution.

To avoid this, do not use the DSP standby control function or take the following measures.
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e Not using DMA transfer with the X/Y memory.

e Keeping the CPU-locked state until the completion of the DMA transfer.
4.26 Performance Management

(1) Overview

The performance management function measures performance such as the time and count of
programs by using the program performance counters built into the microcomputer. Note that
some microcomputers do not have program performance counters.

This function uses program performance counters O and 1. Each counter consists of 32 bits.
To include the performance management function, select CFG_PERFORM.

The user should fully understand the operation of the program performance counters. For details,
refer to the appropriate document regarding the target microcomputer, such as SH-4A, SH4AL-
DSP Program Performance Counters Application Notes.

(2) Measurement Items (CFG_PPCOTYPE, CFG_PPCITYPE)

The items to be measured can be specified through CFG_PPCOTYPE and CFG_PPCITYPE in the
configurator. The former parameter specifies the measurement in counter 0, and the latter specifies
it in counter 1.

Through each parameter, specify the value to be set to the CIT9 to CITO bits (10 bits) in the count
condition set register (CCBRO or CCBR1). The input value is masked with H'3ff.

For example, specifying O indicates the elapsed cycle count. If the measured count is H'100000
when the CPU is operating at 266 MHz, the elapsed time is H'100000/266 MHz = 3942 ps.

(3) Connecting Counters

Each counter has only 32 bits and is quickly overflown. To reduce overflows, two counters can be
connected to become a 64-bit counter. To connect the counters, select CFG_CONNECT.

Note that when the counters are connected, the kernel temporarily stops counting when reading the
counter, that is, an error in the measured value due to this stop will be accumulated.
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(4) Measurement Targets

The kernel manages the accumulated values of the program performance counters according to the
following classifications.

e Each task (including the extended service call routines and trap routines called from each task)
o Kernel idling state
e Others (non-task context, kernel)

When the memory object protection function is selected, the measured value regarding TLB-
related exception processing by the kernel is included in the value for the context that generated
the exception.

(5) Controlling Program Performance Counters

When service call vsta_knl is issued, the kernel initializes program performance counters O and 1
to 0 and starts counting. After that, counting does not stop except for the temporary stop described
in (3) Connecting Counters.

(6) Service Calls
The following service calls are provided.

e vchg_ppc: Starts, stops, or initializes performance measurement

o vref_ppc: Refers to performance measurement result

(7) Using the HI7300/PX with an Emulator

While an emulator is used with the HI7300/PX, the emulator may occupy all of the program
performance counters. Before using the performance measurement function of the kernel, read the
user' s manual or help of the emulator and make a setting so that the emulator will not occupy the
counters. If you wish to use an E10A-USB emulator, for example, select [User] in the [PPC mode]
list box of the [Configuration] dialog box or enter "user" with the PPC_MODE command in the
HEW to release the counters to the user.

4.27 Service Call Trace

The service call trace function acquires the system operation history, such as the service calls
issued or interrupts generated. When the performance management function is used, the program
performance counter values are also traced. The acquired trace information can be displayed by
using the debugging extension.
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To use the trace function, select CFG_TRACE.

For details of the trace function, refer to the help information regarding the debugging extension.
(1) Trace Timing and Information to be Acquired

The trace information is acquired with the following timing.

e A service call

e Return from a service call

o Initiation of a task or handler

e Completion of a task or handler

e Transition to the kernel idling state
The following information is acquired.

e Parameters for service calls
e Error codes for service calls
e Value of the program counter (PC)

e Values of program performance counters 0 and 1 (only when the performance management
function is used)

(2) Trace Type (CFG_TRCTYPE)

The trace information can be stored either in the buffer allocated in the RAM on the target system
or in the trace memory in the simulator or emulator, which can be selected through
CFG_TRCTYPE. The former is called a target trace and the latter is called a tool trace. For a
target trace, specify the buffer size through CFG_TRCBUFSZ.

(3) Number of Objects (CFG_TRCOBJCNT)

In the debugging extension, the state of the objects specified by the user can also be acquired with
the trace timing. The maximum number of objects that can be traced at one time is specified
through CFG_TRCOBJCNT.

(4) User Event Trace (vget_trc, ivget_trc)

Use vget_trc or ivget_trc to acquire any user-specified information with the user-specified timing.
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4.28  Other Functions
(1) Rotating Ready Task Queue (rot_rdgq, irot_rdq)

By issuing these service calls at specified intervals (for example, issuing from a cyclic handler),
the round-robin scheduling necessary for the time-sharing system can be implemented. (See figure
4.23)

Priority
1 > Task
2
3 > Task > Task
- . > T
n > Task > Task > Task ““" |
|
| !
. 4

Placed at the end

Figure 4.23 Ready Queue Manipulation through Service Call rot_rdq
(2) Acquiring ID of Current Running Task (get_tid, iget_tid)
The ID of the current running task can be acquired through these service calls.
(3) Acquiring ID of Domain of Current Running Task (get_did, iget_did)

The ID of the domain where the current running task is assigned can be acquired through these
service calls.

Extended service call routines and trap routines are assigned to the kernel domain, but through
these service calls, the domain ID of the task that has called an extended service call or trap
routine can be checked.
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(4) Referring to Configuration Information (ref_cfg, iref_cfg)

The configuration information such as the maximum ID for each object can be acquired through
these service calls.

(5) Referring to Kernel Version Information (ref_ver, iref_ver)

The version information of the kernel can be acquired through these service calls. Part of the
information obtained by ref_ver can also be checked through configuration constants.

Reference: Section 6.1.5 (1), Configuration Constants

4.29  Kernel Idling
When there is no READY task, the kernel enters an endless loop and waits for an interrupt.

To use a power-down mode of the CPU, the lowest-priority task is usually used for transition to
that mode.

RENESAS
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4.30 Resetting the CPU and Initiating the Kernel

Figure 4.24 shows a general flow from a CPU reset to kernel initiation (vsta_knl). Note that no
parameters or codes will be returned from vsta_knl.

For the flow from a vsta_knl call to transition to multitasking environment, refer to the following.

Reference: Section 6.22.12, Start Kernel (vsta_knl, ivsta_knl)

Reset

+ Refer to sample file
[H’A0000000 = ROM] resetsrc.
Assembly-language routine
- Initialize the stack pointer (R15).
- Initialize the bus state controller.

* Refer to sample file
reset.prg.c.

C-language function (usuallyin ROM)
- Initialize the module stop registers.
- Initialize the MMU.

- Initialize the on-chip RAM (RAMCR).
- Initialize the cache.

\

Initiate the kernel (vsta_knl)

Figure 4.24 Flowchart from CPU Reset to Kernel Initiation
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(1) Initializing Bus State Controller

To execute a C-language function, the RAM area to be used for stacks or data sections must be
ready to be accessed. When a RAM, such as SDRAM, that should be initialized is used, initialize
the bus state controller before executing a C-language function.

The bus state controller must be initialized according to the specifications of the target board.
(2) Initializing Module Stop Registers

When there is no need to use some modules in the system, these modules should be stopped to
reduce power consumption. For the modules to be used in the system, the module stop state must
be canceled.

When the memory object protection function is selected, cancel the module stop state for the TLB
at this step.

(3) Initializing MMU
When the memory object protection function is not selected, initialize MMUCR to 0.
When the memory object protection function is selected, refer to the following.

Reference: Section 6.22.12, Start Kernel (vsta_knl, ivsta_knl)
Section 4.21.10, MMU Initialization

When the 32-bit address extended mode is used, refer to the following.
Reference: Section 5.6, 32-Bit Address Extended Mode
(4) Initializing RP and RMD Bits in RAMCR

These bits are initialized in vsta_knl execution when the memory object protection function is
selected.

When the memory object protection function is not selected, the kernel does not initialize these
bits. Refer to the following.

Reference: Section 5.2.3, On-Chip Memory
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(5) Initializing Cache and IC2W and OC2W Bits in RAMCR
These are initialized when cache support function sh4a_vini_cac() is called.
(6) Disabling Interrupts and Suppressing CPU Exceptions

The kernel becomes ready for interrupt and CPU exception handling only after the kernel is
initiated. Generally, all interrupts must be disabled and CPU exceptions must not be generated
until the kernel is initiated.

To disable all interrupts, set SR.BL = 1. Immediately after a CPU reset, this state is automatically
entered.

When the memory object protection function is selected, the MMU must be enabled on the
application side before the kernel is initiated. Even in this case, MMU mapped areas must not be
accessed to ensure that no CPU exception (TLB-related exception) occurs until the kernel is
initiated.

If a CPU exception occurs while SR.BL = 1, execution branches to the reset vector.
For initialization of sections and standard library functions, refer to the following.

Reference: Section 11.7, Standard Library Functions and Runtime Routines
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431 Controlling Memory Fragmentation (VTA_UNFRAGMENT
Attribute)

The free space may be fragmented in the following areas.

e Variable-size memory pool
e Protected memory pool
e System pool

e Resource pool

Repeated acquisition and return of memory from these areas causes fragmentation of free space
and contiguous free space can become insufficient even if the total size of the free space is
sufficient; as a result, no large memory area can be acquired (figure 4.25).

Free space

Used

Free space

Used

Used

Free space

Used

Figure 4.25 Fragmentation of Free Space

This kernel supports the sector management method to reduce this fragmentation; that is, the
VTA_UNFRAGMENT attribute for variable-size memory pools and protected memory pools. The
system pool and resource pool supports a similar measure.

The sector management method reduces fragmentation when a large number of small blocks and
some large blocks are allocated in a large memory pool.
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In this method, up to (minimum block size x 8 bytes) is handled as a "small block" size. The size
of each memory acquisition request is rounded up as shown in table 4.8.

When a "small block" is requested, the kernel creates a sector consisting of blocks whose size is a
rounded value of the requested size. The size of the sector is always (minblksz x 32). In other
words, the number of blocks in the sector depends on the requested size.

Table 4.8 Handling of ‘“Small Blocks”

Number of Blocks in the

Requested Block Size* Rounded-up Block Size Sector
0 < blksz < minblksz minblksz 32
minblksz < blksz < minblksz x 2 minblksz x 2 16
minblksz x 2 < blksz < minblksz x 4  minblksz x 4 8
minblksz x 4 < blksz < minblksz x 8  minblksz x 8 4

Note: blksz and minblksz mean the requested size and the minimum block size, respectively.

The kernel then assigns the memory blocks in the sector. The remaining blocks in the sector are
reserved for later requests for memory blocks with this size or a smaller size.

In this manner, small blocks are allocated contiguously so that a larger free space is left available.
Figure 4.26 shows an example of a variable-size memory pool when the minimum block size is 32.

First a 32-byte memory block is requested. Sector [A] with 32 x 32 = 1024 bytes is allocated and
32-byte area [A-1] in the sector is assigned for the requested block (figure 4.26 (1)). When a 16-
byte memory block is then requested, 32-byte area [A-2] in sector A is assigned (figure 4.26 (2)).

Next, a 36-byte memory block is requested. Since the size of each block in sector A is 32 bytes, no
block in sector A can be assigned for this request. To respond to this request, new sector [B] is
allocated for 16 blocks x 64 bytes (the requested size, 36, is rounded up to a multiple of the
minimum block size) = 1024 bytes, and 64-byte area [B-1] is assigned for the requested block
(figure 4.26 (3)).
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T [A-1] 32 [A-1] 32 [A-1] 32
[A-2] 32 [A-2] 32 [A-2] 32
Sector[A] |_[A31832 [A-3] 32 [A-3] 32
L [A-32] 32 [A-32] 32 [A-32] 32
[B-1]64 A
:> [> [B-2] 64
[B-3]64 Sector [B]
Oc
[B-16] 64 v
(1) (2) (3)

Figure 4.26 Example of Variable-Size Memory Pool

The minimum block size and the maximum number of sectors are determined according to the
pool type as shown in table 4.9.

If the maximum number of sectors have already been used or free space is not sufficient to create a
new sector, the requested size of the memory block is allocated without creating a sector. In this

case, free space may be fragmented.

When all blocks in a sector are released, the sector itself is also released.
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Table 4.9 Minimum Block Size and Maximum Number of Sectors for Each Pool

Maximum Number of

Pool Minimum Block Size  Sectors

Variable-size memory pool Specified at creation Specified at creation

Protected memory pool Specified at creation Specified at creation

System pool Memory object protection CFG_PAGESZ Specified by configurator
function selected (= 4 kbytes) (CFG_SYSPOOLSCTNUM)

Memory object protection 64
function not selected

Resource pool 20 As many sectors as possible
can be created on request.

4.32 Debugging Extension

The debugging extension adds multitasking debugging functions to HEW. It can be downloaded
from our website.

The debugging extension provides the following functions. For details, refer to the manual or help
information for the debugging extension.

(1) Referring to Object States
The states of various objects such as tasks or semaphores can be displayed.
(2) Changing Object States (Issuing Service Calls)

Object states can be changed by initiating a task or setting an event flag. This function is available
only when CFG_ACTION is selected in the configurator.

(3) Displaying Trace Information

This function is available only when CFG_TRACE is selected in the configurator.
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Section 5 Logical Address Space

5.1 Overview

This kernel always assume logical addresses = physical addresses regardless of whether the
memory object protection function is used.

In this kernel, the logical addresses for all code and data areas are determined by section allocation
at linkage in principle. Each section must be allocated to an appropriate logical address according
to the function of the section. The description in this section should be fully understood to
determine appropriate addresses.

This section gives necessary information regarding actual addresses for external memory and on-
chip memory.

5.2 When Memory Object Protection Function Is Not Used

5.2.1 Overview

When the memory object protection function is not selected, memory protection is available with
distinction between the privileged mode (kernel domain) and user mode (user domain).

For the SH4AL-DSP or SH-4A CPU, the exceptions listed in table 5.1 can be detected. The
exception conditions indicated in bold face in the table are related to memory protection. For
details, refer to the manual of the target microcomputer.
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Table 5.1 Protection-Related Exceptions Detected by CPU

Exception Code
(EXPEVT) Exception Conditions

H'0EQ ** (1) Instruction address error: Detected under either of the following conditions.

— Instruction fetch from address H'80000000 or a higher address in
the user mode *'
— Instruction fetch from an odd address
(2) Data address error (read): Detected under either of the following
conditions.
— Data read from address H'80000000 or a higher address in the
user mode *'

— Read access with illegal alignment

H'100 ** Data address error (write): Detected under either of the following conditions.
e Write to address H'80000000 or a higher address in user mod *'

o Write access with illegal alignment

H'180 ** General illegal instruction exception: Detected under any of the following
conditions.

e Decoding in the user mode of a privileged instruction not in a delay
slot

¢ Decoding of an undefined instruction not in a delay slot
e DSP instruction execution while SR.DSP = 0 (SH4AL-DSP only)

H'1AQ ** Slot illegal instruction exception: Detected under any of the following
conditions.

e Decoding in the user mode of a privileged instruction in a delay slot
e Decoding of an undefined instruction in a delay slot

e Decoding of an instruction that modifies PC in a delay slot

e Decoding of a PC-relative MOV or MOVA instruction in a delay slot

H'800 General FPU disable exception (SH-4A only):
Decoding of an FPU instruction not in a delay slot while SR.FD = 1
H'820 Slot FPU disable exception (SH-4A only):

Decoding of an FPU instruction in a delay slot while SR.FD = 1

Notes: *1 On-chip memory can be accessed in some cases. For details, refer to section 5.2.3,
On-Chip Memory.
*2 The sample system defines a CPU exception handler (samples\sysapp\cpuexc.c) for
these exception codes.
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5.2.2 External Memory
The logical address space of the external memory is divided into areas as shown in table 5.2.

Table 5.2  Areas in External Memory Address Space

Area Access in Operation with Cache Enabled

(Address Range)  User Mode Read Write Remarks

PO/UO area Allowed Cacheable Cacheable *'

(0 to H'7fffffff)

P1 area Not allowed Cacheable Cacheable **

(H'80000000 to

H'offfffff)

P2 are Not allowed Non-cacheable = Non-cacheable

(H'a0000000 to

H'bfffffff)

P3 area Not allowed — — It is prescribed in the

(H'c0000000 to kernel specifications

H'dfffffff) that the P3 area
must not be used.

P4 area Not allowed Non-cacheable  Non-cacheable  On-chip resources of

(H'e0000000 to the microcomputer

H'fffffff) are mapped to this

area.

Notes: *1 The cache write mode is set to the write-through mode when the WT bit in CCR is 1
(TCAC_PO_WT is specified in vini_cac); otherwise, it is the copy-back mode.
*2 The cache write mode is set to the copy-back mode when the CB bit in CCR is 1
(TCAC_P1_CB is specified in vini_cac); otherwise, it is the write-through mode.
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5.23 On-Chip Memory
(1) Logical Addresses for On-Chip Memory

The logical addresses of the on-chip memory are mapped to the P2 or P4 area, but the attributes of
these addresses are different from those of the P2 or P4 area for external memory; the attributes
are determined by the RMD bit setting in RAMCR.

Table 5.3 shows the attributes of the logical addresses for the on-chip memory. Access to the on-
chip memory is always non-cacheable. The RMD bit in RAMCR must be initialized appropriately
by the application, with reference to table 5.3.

Table 5.3  Attributes of Logical (Virtual) Addresses for On-Chip Memory

Operation with Cache Enabled

RAMCR.RMD Value Access in User Mode Read Write
0 Not allowed * Non-cacheable Non-cacheable
1 Allowed Non-cacheable Non-cacheable

Note: When SR.DSP = 1, access is allowed even in a user domain.

(2) Enabling Cacheable Access
The following describes how to enable cacheable access to the on-chip memory.

Note that for some types of on-chip memory, such as X/Y memory or L. memory, cacheable access
is never allowed.

(a) On-chip memory whose physical addresses are mapped to area 1

Some microcomputer includes on-chip memory whose physical addresses are mapped to area 1.
Such memory can be accessed through area 1 (in PO/UOQ area) or using its shadow addresses in P1
area. The attributes of these addresses accessed in this way are the same as those of the external
memory.

(b) Using 32-bit address extended mode

In a microcomputer supporting the 32-bit address extended mode, the physical addresses of the
on-chip memory can be mapped to the logical addresses of the P1 or P2 area by making an
appropriate setting in PMB. The cache operation can be controlled through C and WT bits in
PMB. However, note that the P1 and P2 area cannot be accessed in the user mode.
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5.3 When Memory Object Protection Function Is Used

5.3.1 Overview
(1) MMU Mapped Area and MMU Non-Mapped Area

All addresses in the logical address space are classified into either the MMU mapped area or the
MMU non-mapped area.

(a) MMU Non-Mapped Area

An MMU non-mapped area is accessed without MMU intervention. This type of areas can be
normally accessed only in the privileged mode. However, the on-chip memory can also be
accessed in the user mode when CFG_IRAMUSAGE is appropriately set in the configurator.

(b) MMU Mapped Area

Access to an MMU mapped area is checked by the MMU. Areas to be used as memory objects,
such as static memory objects, must be allocated in MMU mapped areas.

(2) Detection of Illegal Access

When the memory object protection function is selected, two types of memory protection
functions work: one is provided by the CPU and the other by the MMU.

Protection by the CPU is exactly the same as the protection when the memory object protection
function is not used. See section 5.2.1, Overview.

The MMU detects the following illegal access to the MMU mapped area.

1. No memory object is found in the accessed address.
2. Write access to a memory object having the TA_RO attribute was attempted.

3. A memory object was accessed from a user domain that is not allowed to access by the access
permission vector for that memory object.

To implement this function, the kernel handles the following CPU exceptions. Even if a CPU
exception handler is defined for any of these exception codes, the kernel ignores it.

e EXPEVT = H'040: Instruction TLB miss exception or data TLB miss exception (read)
e EXPEVT = H'060: Data TLB miss exception (write)

e EXPEVT = H'0AO: Instruction TLB protection violation exception or data TLB protection
violation exception (read)
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e EXPEVT = H'0CO: Data TLB protection violation exception (write)

If an illegal access is attempted, the memory access violation handler (samples\sysapp\mavhdr.c)
is initiated. A memory access violation handler must be created and installed in the system.

The MMU hardware provides the following functions, but this kernel uses the MMU only for
access protection and cache control, that is, address translation is not performed.

e Address translation
e Access protection

e (Cache control

Note: Section 8.9, Memory Access Violation Handler
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5.3.2

External Memory Space

The logical address space of the external memory is divided into areas as shown in table 5.4

Table 5.4  Areas in External Memory Address Space
MMU Operation with Cache
Area Mapped/ Enabled
(Address Non-Mapped Access in User Read Write
Range) Area Mode : Remarks
PO/UOQ area MMU mapped Depends on the Depends on the memory
(0 to H'7fffffff) area access object attribute
permission vector
for the target
memory object
P1 area MMU non- Not allowed Cacheable  Cacheable
(H'80000000  mapped area !
to H'Offfffff)
P2 area MMU non- Not allowed Non- Non-
(H'a0000000 mapped area cacheable  cacheable
to H'bfffffff)
P3 area — Not allowed — — It is prescribed
(H'c0000000 in the kernel
to H'dfffffff) specifications
that the P3 area
must not be
used.
P4 area MMU non- Not allowed Non- Non- On-chip
(H'e0000000 mapped area cacheable  cacheable resources of the
to H'ffffffff) microcomputer
are mapped to
this area.
Note: *1 The cache write mode is set to the copy-back mode when the CB bit in CCR is 1

(TCAC_P1_CB is specified in vini_cac); otherwise, it is the write-through mode.

RENESAS
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5.3.3 On-Chip Memory
(1) Logical Addresses for On-Chip Memory

The attributes of the logical addresses for the on-chip memory are determined according to the
settings in the configurator. The kernel initializes the RP and RMD bits in RAMCR according to
the configurator settings during execution of vsta_knl.

Table 5.5 shows the attributes of the logical addresses for the on-chip memory. Access to the on-
chip memory is always non-cacheable.

Table 5.5  Attributes of Logical (Virtual) Addresses for On-Chip Memory and RAMCR
Initialization by vsta_knl

Configurator MMU

Settin Mapped/

g Norr:-p Operation with Cache  pancr
CFG_ Mapped Access in User Enabled Initialization
IRAMUSAGE  preq Mode Read Write by vsta_knl
(1) MMU non- MMU non- Allowed Non- Non- RP =0
mapped area, mapped cacheable  cacheable RMD = 1
accessible in area
any mode
(2) MMU non- MMU non- Not allowed *' Non- Non- RP =0
mapped area, mapped cacheable  cacheable RMD =0
not accessible area
in user (non-

DSP) mode
(3) MMU MMU Depends on the Non- Non- RP =1
mapped area mapped access permission cacheable  cacheable RMD = 1
area vector for the 2 #2
target memory
object

Notes: *1 When SR.DSP = 1, access is allowed even from a user domain.
*2 Always non-cacheable regardless of the memory object attribute.

(2) Enabling Cacheable Access
The following describes how to enable cacheable access to the on-chip memory.

Note that for some types of on-chip memory, such as X/Y memory or L memory, cacheable access
is never allowed.

106
RENESAS



(a) On-chip memory whose physical addresses are mapped to area 1

Some microcomputer includes on-chip memory whose physical addresses are mapped to area 1.
Such memory can be accessed through area 1 (in PO/UO area) or using its shadow addresses in P1
area. The attributes of these addresses accessed in this way are the same as those of the external
memory.

(b) Using 32-bit address extended mod

In a microcomputer supporting the 32-bit address extended mode, the physical addresses of the
on-chip memory can be mapped to the logical addresses of the P1 or P2 area by making an
appropriate setting in PMB. The cache operation can be controlled through C and WT bits in
PMB. However, note that the P1 and P2 area cannot be accessed in the user mode.

5.34 Note on Use

A TLB miss exception may occur during access to an MMU mapped area. If this exception occurs
while the BL bit in SR is 1, the CPU is reset; so, do not access an MMU mapped area while BL =
1. Neither data to be accessed nor the program that accesses the data must be allocated in an MMU
mapped area.

54 On-Chip Resources Allocated in P4 Area

As shown in table 5.2, the P4 area cannot be accessed from a user domain.

The only way to access an on-chip resource allocated in the P4 area from a user domain is to
register the resource as a static memory object by using the memory object protection function.

5.5 On-Chip Resources whose Physical Addresses Are Allocated in
Area 1

In usual operation, the first three bits of the physical address of such a resource must be modified
to B'101 to access it as the P2 area. As shown in table 5.2, the P2 area cannot be accessed from a
user domain.

The only way to access such a resource in the user mode is to register the resource as a static
memory object by using the memory object protection function.
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5.6 32-Bit Address Extended Mode

Some microcomputers supports the 32-bit address extended mode. To use this mode, take the
following initialization steps before initiating the kernel. Refer also to sample file
samples\sh7780\kernel\knl_side\7780\init_mmu.c.

1. Make a setting in PMB.
2. Turn on the SE bit in PASCR.
3. Enable the MMU if necessary.

When using the 32-bit address extended mode, note that the attributes of the P1 and P2 area
depend on the PMB setting.
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Section 6 Service Calls

6.1 C-Language API

6.1.1 Calling Form
All service calls are described in the following C language function call format.

ercd = act_tsk (1);

6.1.2 Header File
(1) include\itron.h
itron.h defines necessary information such as basic data types.

(2) include\kernel.h
kernel .h defines the specifications of the kernel and includes itron.h and the fileslisted in table 6.1.

Table 6.1 Files Included in kernel.h
File Name Description

include\kernel_api.h Defines the kernel service calls.

include\kernel_tsz.h Defines the macros for memory size specifications.

kernel_macro.h Defines the macros for kernel specifications. The configurator creates this
header file.

6.1.3 Header Files Output from the Configurator
The configurator outputs three header files: kernel_macro.h, kernel_id.h, and kenrel_id_sys.h.

(1) Kkernel_macro.h

This file contains the define statements for part of the configurator settings. For the detailed
contents, refer to table 6.3.

kernel_macro.h is included in kernel.h; the application does not need to directly include
kernel_macro.h.

Note that kernel_macro.h is not output when the configurator is in kernel-locked mode.

(2) kernel_id.h and kernel_id_sys.h

These files contain the define statements for the ID names specified and output by the
configurator.

kernel_id_sys.h contains the ID names of the objects created with the [Kernel Side] checkbox
being selected through the configurator and kernel_id.h contains the ID names of the objects
created without the checkbox being selected.
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Note that kernel_id_sys.h is not output when the configurator is in kernel-locked mode.

These files must be explicitly included in the application as necessary. Any kernel side file must
not include kernel_id.h.

6.1.4 Basic Data Type

The basic data types defined in itron.h are shown below.

t ypedef si gned char B /* sigred 8 bit integer */
t ypedef si gned short H /* sigred 16 bit integer */
t ypedef si gned |ong W /* sigred 32 bit integer */
t ypedef signed long | ong D /* sigred 64 bit integer */
t ypedef unsi gned char B, /* unsigned 8 bit integer */
t ypedef unsi gned short W /* unsigned 16 bit integer */
t ypedef unsi gned 1 ong uwy /* unsigned 32 bit integer */
t ypedef unsigned long long D /* unsigned 64 bit integer */
typedef B \B; /* variable data type (8 hit) */
t ypedef H W /* variable data type (16 bit) */
t ypedef W WY /* variable data type (32 bit) */
t ypedef D \D, /* variable data type (64 bit) */
t ypedef void *VP, /* pointer to variable data type */
t ypedef void (*FP)(void); /* programstart address */
t ypedef int INT; /* sigred integer (CPU dependent)  */
t ypedef unsi gned int U NT; /* unsigned integer (CRU dependent) */
typedef |INT BOQ,; /* Bool val ue */
t ypedef W [\ /* function code */
t ypedef W R /* error code */
t ypedef H 1D, /* obj ect 1D (xxxid) */
t ypedef UN ATR /* attribute */
t ypedef UV STAT; /* obyj ect status */
t ypedef UV MCLE; /* action node */
t ypedef H MR; /* task priority */
t ypedef UN S = /* menory area si ze */
t ypedef W ™0 /* time out */
t ypedef UV RELTIM /* relative time */
typedef struct { /* systemclock */

WH utineg /* current date/tine (upper) */

H _Hsva, /* reserved */

uv I'time /* current date/tine (I ower) */

} SystIM

t ypedef |INT P_I NT; /* integer or pointer to var. data */
typedef ER ER BAOL; /* error code or bool value */
typedef ER ERID /* error code or object 1D */
typedef ER ER UNT; /* error code or unsigned integer */

For the structures used in service calls, refer to the description of each service call.
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6.1.5 Constants and Macros

(1) Configuration Constants

Configuration constants specify the kernel configuration information.

Some configuration constants are predetermined as the kernel specifications, and the others should
be specified through the configurator. The former constants are defined in kernel.h, and the latter
constants are defined in kernel_macro.h output from the configurator.

Table 6.2 Configuration Constants Defined in kernel.h

No. Constant Definition Description
TMIN_TPRI 1 Minimum value of task priority

2 TMIN_MPRI 1 Minimum value of message priority

3 TKERNEL_MAKER H'0115 Kernel maker code
This value is same as parameter maker which
is returned by a ref_ver service call.

4 TKERNEL_PRID H'0012 Kernel ID
This value is same as parameter prid which is
returned by a ref_ver service call.

5 TKERNEL_SPVER H'5402 ITRON specification version number
This value is same as parameter spver which
is returned by a ref_ver service call.

6 TKERNEL_PRVER H'0100 Kernel version number
This value is same as parameter prver which is
returned by a ref_ver service call.

7 TKERNEL_PXVER H'0100 Version number of the uITRON4.0 protection
extension specification
This value is same as parameter pxver which
is returned by a ref_ver service call.

8 TBIT_TEXPTN 32 Number of task exception cause bits

9 TBIT_FLGPTN 32 Number of event flag bits

10 TMAX_MAXSEM 65535 Maximum number of semaphore resources
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Table 6.3 Configuration Constants Defined in kernel_macro.h

Related Configurator

No. Constant Setting Description

1 TIC_NUME CFG_TICNUME Numerator of time tick cycle

2 TIC_DENO CFG_TICDENO Denominator of time tick cycle

3 TMAX_TPRI CFG_MAXTSKPRI Maximum value of task priority

4 TMAX_MPRI CFG_MAXMSGPRI Maximum value of message priority

5 TMAX_ACTCNT CFG_MAXACTCNT Maximum number of task initiation
requests in a queue

6 TMAX_WUPCNT CFG_MAXWUPCNT Maximum number of task wakeup
requests in a queue

7 TMAX_SUSCNT CFG_MAXSUSCNT Maximum number of nesting levels for
task suspend requests

8 VTCFG_PROTMEM CFG_PROTMEM Memory object protection function
selection
1 when CFG_PROTMEM is selected, or
0 when CFG_PROTMEM is not
selected.

9 VTCFG_PAGESZ CFG_PAGESZ Default MMU page size
4096 when the memory object
protection function is selected, or 0
when it is not selected.

10 VTCFG_TMRCLOCK CFG_TMRCLOCK Frequency input to the timer device

11 VTCFG_TIMINTNO CFG_TIMINTNO Standard timer driver interrupt number

12 VTCFG_KNLLVL CFG_KNLLVL Kernel interrupt mask level and timer
interrupt level

(2) Error Codes

The error codes returned from service calls are defined in itron.h.

Reference: Section 17.2, Service Call Error Code List

The following macros are provided to manipulate error codes.
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Table 6.4 Error Code Manipulating Macros (itron.h)

No. Macro Name Description
1 ER ercd = MERCD(ER ercd) Returns the main error code for ercd.
2 ER ercd = SERCD(ER ercd) Returns the suberror code for ercd. *

Note: For all errors returned from kernel service calls, the suberror code is set to -1.

(3) Macros for Size Calculation

The following macros are provided to calculate the size (bytes).

e Macros for calculating the area size to be specified on the application side (table 6.5)

e A macro for calculating the size to be used in the message buffer (table 6.6)

e Macros for calculating the size to be used in the resource pool

For the macros for resource pool size, refer to the following.

Reference: Section 13, Estimation of Resource Pool Size

Table 6.5 Macros for Calculating Area Size to be Specified on the Application Side

(kernel_tsz.h)

Macro

Description

SIZE mbfsz = TSZ_MBFMB (

UINT msgcnt,
UINT msgsz)

Approximate size of the message buffer area that can hold
the msgent number of msgsz-byte messages. Use this
macro to estimate the approximate mbfsz value to be
specified in cre_mbf or acre_mbf.

SIZE mbfsz = TSZ_MBF (
UINT msgcnt,
UINT msgsz)

Same as TSZ_MBFMB.

SIZE mpfsz = TSZ_MPF (
UINT blkent,
UINT blksz)

Size of the fixed-size memory pool area that can hold the
blkent number of blksz-byte memory blocks. Use this
macro to calculate the size of the fixed-size memory pool
area when it should be allocated on the application side.

SIZE mplsz = TSZ_MPL (
UINT blkent,
UINT blksz)

Approximate size of the variable-size memory pool area
that can hold the blkent number of blksz-byte memory
blocks. Use this macro to estimate the approximate size of
the variable-size memory pool area when it should be
allocated on the application side.

SIZE mplsz = TSZ_MPP (
UINT blkent,
UINT memsz)

Approximate size of the protected memory pool area that
can hold the blkecnt number of memsz-byte protected
memory blocks.
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Table 6.6 Macro for Calculating the Size to be Used in Message Buffer (kernel_tsz.h)

Macro Description
SIZE size = VTSZ_MBFMSGMB( Size of the message buffer area to be used when a
UINT msgsz) msgsz-byte message is stored in the message buffer.

(4) Alignment Check Macros

The following macros are provided to check data alignment.

Table 6.7 Alignment Check Macros (itron.h)

No. Macro Name Description

1 BOOL align = Returns TRUE (1) when data alignment at the addr address
ALIGN_VB(VP addr) allows VB-type data access; otherwise, returns FALSE (0).

2 BOOL align = Returns TRUE (1) when data alignment at the addr address
ALIGN_VH(VP addr) allows VH-type data access; otherwise, returns FALSE (0).

3 BOOL align = Returns TRUE (1) when data alignment at the addr address
ALIGN_VW(VP addr) allows VW-type data access; otherwise, returns FALSE (0).

4 BOOL align = Returns TRUE (1) when data alignment at the addr address
ALIGN_VD(VP addr) allows VD-type data access; otherwise, returns FALSE (0).

5 BOOL align = Returns TRUE (1) when data alignment at the addr address

ALIGN_VP(VP addr) allows VP-type data access; otherwise, returns FALSE (0).

(5) Other Constants and Macros
The other constants and macros are described in the related service call descriptions.
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6.2

Register Contents Guaranteed after Issuing Service Call

Some registers guarantee the contents after a service call is issued but some do not. This rule
follows the Renesas C compiler. The details are shown below.

Table 6.8 Register Contents after Issuing Service Call

Register

Register State after Service Call Return

SR, R8 to R15, PR,
GBR, MACH, MACL

The register contents are guaranteed. IMASK bits in SR are updated
when service call chg_ims, ichg_ims, loc_cpu, iloc_cpu, unl_cpu, or
iunl_cpu is issued.

RO Normal termination (E_OK) or an error code is set.
R1to R7 The register contents will not be guaranteed.
For DSP: The register contents will be guaranteed in either one of the following

DSR, RS, RE, MOD,
A0, AOG, A1, A1G, MO,
M1, X0, X1, YO, Y1

states.
* When a service call is issued from a program with TA_COPO attribute
* When a service call is issued in dispatch-pended state *

For FPU:
FPRO_BANKO to
FPR11_BANKO

(1) When FPSCR.FR =0
The register contents will be guaranteed when a service call is issued in
dispatch-pended state. *

(2) When FPSCR.FR =1

The register contents will be guaranteed in either one of the following

states.

* When a service call is issued from a program with
TA_COP1|TA_COP2 attribute

* When a service call is issued in dispatch-pended state *

For FPU:
FPR12_BANKO to
FPR15_BANKO,
FPSCR, FPUL

The register contents will be guaranteed in either one of the following
states.

* When a service call is issued from a program with TA_COP1 attribute
* When a service call is issued in dispatch-pended state *

For FPU:
FPRO_BANKI1 to
FPR11_BANK1

(1) When FPSCR.FR =0

The register contents will be guaranteed in either one of the following

states.

* When a service call is issued from a program with
TA_COP1|TA_COP2 attribute

* When a service call is issued in dispatch-pended state *

(2) When FPSCR.FR =1

The register contents will be guaranteed when a service call is issued in

dispatch-pended state. *

For FPU:
FPR12_BANK1 to
FPR15_BANK1

The register contents will be guaranteed in either one of the following

states.

* When a service call is issued from a program with
TA_COP1|TA_COP2 attribute

* When a service call is issued in dispatch-pended state *

Note: These registers are not accessed during the service call processing in the kernel.
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6.3 Return Value of Service Call and Error Code

6.3.1 Overview

For service calls that have return values, a positive value or 0 (E_OK) indicates normal
termination, and a negative value indicates an error code. However, for service calls that have a
BOOL-type return value, this is not the case. The meaning of the return value at normal
termination differs according to the service call; however, only E_OK is returned at normal
termination for many service calls.

An error code consists of a main error code (lower 8 bits) and a suberror code (the remaining
upper bits). The suberror code of this kernel is always set to —1.

The following macros are defined in standard header itron.h.

e ER mercd = MERCD(ER ercd); Extracts the main error code from the error code.
o ER sercd = SERCD(ER ercd); Extracts the suberror code from the error code.

6.3.2 Parameter Check Function

In this kernel, detection of parameter errors can be stopped. If the parameter check function is
removed after debugging is completed, the overhead or code size can be reduced.

To remove the parameter check function, deselect CFG_PARCHK through the configurator.

6.3.3 Access Permission Check Function for Address Parameters

When the memory object protection function is selected, the address parameters such as packet
addresses specified in service calls are checked whether their access permission is right. However,
this check needs the processing equivalent to the prb_mem service call and causes a large
overhead. When debugging has been properly performed and the access permission check is not
necessary, this check can be omitted.

To remove the access permission check function for address parameters, deselect
CFG_MEMCHK.

6.3.4 E_NOSPT Error

An E_NOSPT error will be returned if an unembedded service call is issued.
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6.4 System State and Service Calls

Whether a service call can be issued depends on the system state.

6.4.1 CPU Exception Handler
The service calls that can be issued from the CPU exception handler are listed below.

e jras_tex
e vsta_knl, ivsta_knl

e vsys_dwn, ivsys_dwn

No E_CTX error will be detected when a service call other than these is called from the CPU
exception handler. In this case, correct operation cannot be guaranteed.

6.4.2 Task Context and Non-Task Context
(1) Special Service Calls

The following service calls can be issued in either a task context or a non-task context.

e vsta_knl, ivsta_knl

e vsys_dwn, ivsys_dwn

(2) Service Calls Starting with sns

The service calls whose names start with "sns" can be issued in either a task context or a non-task
context.

(3) Other Service Calls

The service calls whose names start with "i" are dedicated to non-task context, and the other
service calls are for task context.

The service calls for task context are further classified into the following two types.

(a) Service calls for which no corresponding service calls starting with "i" are provided (e.g.
del_tsk; there is no idel_tsk)
If this type of service call is issued in a non-task context, an E_CTX error will be returned.

(b) Service calls for which corresponding service calls starting with "i" are provided (e.g. act_tsk
and iact_tsk)
In the kernel, the processing for a service call with "i" is the same as that for the corresponding
service call without "i". Accordingly, when a service call starting with "i" is issued in a task
context or when a service call without "i" is issued in a non-task context, no E_CTX error will
be detected and the service call is processed correctly.
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Note that this behavior is only for this version of kernel implementation, and it may change in
a later version of the kernel.

It is recommended that any application should observe the rule that the service calls starting
with "i" are for non-task context and the other service calls are for task context.

6.4.3 CPU-Locked State

Service calls that can be issued in the CPU-locked state are listed below. No E_CTX error is
returned when a service call other than these is called in the CPU-locked state. In this case, correct
system operation cannot be guaranteed. Note that, when a service call that shifts a task to the
WAITING state is called, an E_CTX error is returned. Refer to "Error Code" in each service call
description for this type of E_CTX error.

o ext_tsk (CPU-locked state will be canceled)
e exd_tsk (CPU-locked state will be canceled)
® sns_tex

e loc_cpu, iloc_cpu

e unl_cpu, iunl_cpu

® sns_ctx
e sns_loc
e sns_dsp
e sns_dpn

e vsta_knl, ivsta_knl

e vsys_dwn, ivsys_dwn

6.4.4 Dispatch-Disabled State
When a service call that shifts a task to the WAITING state is issued in this state, an E_CTX error
is returned. Refer to "Error Code" in each service call description for this type of E_CTX error.

6.4.5 When SR.IMASK is Modified to a Non-Zero Value through chg_ims in Task
Context

When a service call that shifts a task to the WAITING state is issued in this state, an E_CTX error
is returned. Refer to "Error Code" in each service call description for this type of E_CTX error.
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6.5 Service Calls not in the LITRON4.0 Specification

[T T T3

Service calls whose name start with “v”, “iv”’, or “V”, such as vset_tfl, are service calls that are not
defined in the LITRON4.0 specification or the protection function extension of the JITRON4.0
specification.

nam
1

The following "ixxx_yyy"-format service calls (starting with "i'"") are not defined in the
MITRON4.0 specification. They are provided to enable the "xxx_yyy"-format service calls
corresponding to the following service calls to be issued in a non-task context because the
"xxx_yyy"-format service calls are defined to be issued only in a task context in the FITRON4.0
specification or the protection function extension of LITRON4.0 specification.

icre_tsk, iacre_tsk, ican_act, ista_tsk, ichg_pri, iget_pri, iref_tsk, iref_tst, ican_wup, isus_tsk,
irsm_tsk, ifrsm_tsk, idef_tex, iref_tex, icre_sem, iacre_sem, ipol_sem, iref_sem, icre_flg,
iacre_flg, iclr_flg, ipol_flg, iref_flg, icre_dtq, iacre_dtq, iref_dtq, icre_mbx, iacre_mbx, isnd_mbx,
iprcv_mbx, iref_mbx, icre_mbf, iacre_mbf, ipsnd_mbf, iref_mbf, icre_mpf, iacre_mpf, ipget_mpf,
irel_mpf, iref_mpf, icre_mpl, iacre_mpl, ipget_mpl, irel_mpl, iref_mpl, iset_tim, iget_tim,
icre_cyc, iacre_cyc, ista_cyc, istp_cyc, iref_cyc, icre_alm, iacre_alm, ista_alm, istp_alm, iref_alm,
ista_ovr, istp_ovr, iref_ovr, iget_did, idef_inh, ichg_ims, iget_ims, idef_svc, ical_svc, idef_exc,
iref_cfg, iref_ver, icre_mbp, iacre_mbp, iref_mbp
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6.6

Service Call Description Form

Service calls are described in details as shown below in this section.

Section
C-Language API:
Service call issuing format

Parameters:

Type Parameter name

Return Parameters:

Type Parameter name

Packet Structure:

Return Codes/Error Codes:

Mnemonic [Error type]

Function:

Brief function description (Service call name)

Meaning

Meaning

Meaning

Describes the function of the service call.

Error Detection through CFG_MEMCHK:

Figure 6.1 Service Call Description Form

Packet Structure

1)

A packet structure is described in the following form.

typedef struct {

ID wtskid; 0
UINT semcnt ; +4
} T _RSEM;
T

Offset from the beginning of the packet
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Member size
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<-- See (1) below

<-- See (2) below

<-- See (2) below
Wait task ID

Current semaphore count

T

Description of member



(2) Error Type

Errors are classified into the following types.

e [k]: Detected in all states.
e [p]: Detected only when CFG_PARCHK is selected through the configurator.

e [m]: Detected only when the memory object protection function (CFG_PROTMEM) and
CFG_MEMCHK are selected through the configurator. For the error conditions, refer to "Error
Detection through CFG_MEMCHK".

(3) Error Detection through CFG_MEMCHK
Describes the detailed error conditions for error type [m].

121
RENESAS



6.7 Task Management

Table 6.9 Service Calls for Task Management
System State”

Service Call" Description T/N/E/D/U/L/C
cre_tsk [s] Creates task T/E/D/U
icre_tsk N/E/D/U
acre_tsk Creates task and assigns task ID automatically T/E/D/U
iacre_tsk N/E/D/U
del_tsk Deletes task T/E/D/U
act_tsk [S] Initiates task T/E/D/U
iact_tsk [S] N/E/D/U
can_act [S] Cancels task initiation request T/E/D/U
ican_act N/E/D/U
sta_tsk Initiates task and specifies start code T/E/D/U
ista_tsk N/E/D/U
ext_tsk [S] Exits current task T/E/D/U/L
exd_tsk [S] Exits and deletes current task T/E/D/U/L
ter_tsk [S] Forcibly terminates a task T/E/D/U
chg_pri [S] Changes task priority T/E/D/U
ichg_pri N/E/D/U
get_pri [S] Refers to task priority T/E/D/U
iget_pri N/E/D/U
ref_tsk Refers to task state T/E/D/U
iref_tsk N/E/D/U
ref_tst Refers to task state (simple version) T/E/D/U
iref_tst N/E/D/U
vchg_tmd Changes task execution mode T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler
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Table 6.10 Task Management Specifications

ltem Description
Task ID 1 to CFG_MAXTSKID (32767 max.)
Task priority 1 to CFG_MAXTSKPRI (255 max.) *

Maximum count of task
initiation requests

CFG_MAXACTCNT (32767 max.)

Domain ID Kernel domain: TDOM_KERNEL (-1)
User domain: 1 to 31
Task attribute TA_HLNG: The task is written in a high-level language.

TA_ASM: The task is written in assembly language.

TA_ACT: The task makes a transition to the READY state
after the task has been created.

TA_COPO: The task uses the DSP.
TA_COP1: The task uses register bank 0 in the FPU.
TA_COP2: The task uses register bank 1 in the FPU.

TA_DOM(domid): The task is assigned to the domain
indicated by domid.

Note: This value is the same as TMAX_TPRI defined in kernel_macro.h.
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6.7.1 Create Task (cre_tsk, icre_tsk, acre_tsk, iacre_tsk)

C-Language API:
ER ercd = cre_tsk(ID tskid, T CTSK *pk ctsk);
ER ercd = icre_tsk(ID tskid, T _CTSK *pk ctsk);
ER_ID tskid = acre_ tsk(T CTSK *pk ctsk);
ER_ID tskid = iacre tsk(T _CTSK *pk ctsk);
Parameters:
T_CTSK *pk_ctsk Pointer to the packet where task creation information
is stored
<cre tsk, icre tsk >
ID tskid Task ID
Return Parameters:
<cre_tsk, icre tsk >
ER ercd Normal termination (E_OK) or error code
<acre_tsk, iacre tsk >
ER_ID tskid Created task ID (a positive value) or error code
Packet Structure:
typedef struct {

ATR tskatr; 0 4 Task attribute

VP_INT exinf; +4 4 Extended information

FP task; +8 4 Task start address

PRI itskpri; +12 2 Priority at task initiation

SIZE stksz; +16 4 Task stack size

VP stk; +20 4 Start address of task stack area

SIZE sstksz; +24 4 System stack size for the task

VP sstk; +28 4 Start address of the system stack
area for the task

UW inifpscr; +32 4 Initial FPSCR value

}T CTSK;
Error Codes:
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E RSATR

E PAR

E_NOMEM

E_NOID
E OBJ

[p]

[p]

[p]

(k]

Reserved attribute

(1) The bits other than TA COPO, TA COP1, TA COP2, TA ASM,
TA _ACT, and upper eight bits in tskatr are not 0.

(2) TA_COPO is specified for tskatr while CFG_DSP is not
selected.

(3) TA _COP1 is specified for tskatr while CFG_FPU is not
selected.

(4) TA_COP2 is specified for tskatr while TA COP1l is not
specified.

(5) Both TA COP0O and TA COP1l are specified for tskatr.

(6) The upper eight bits of tskatr are neither a value within
the range from 0 to 31 nor H'ff.

Parameter error

(1) itskpri <0

(2) itskpri > CFG MAXTSKPRI

(3) stksz = 0 or sstksz = 0 while the task is assigned to a
user domain.

(4) stksz = 0 while the task is assigned to the kernel

domain.

5) pk_ctsk is not a 4-byte boundary address.

6) task is an odd value.

7) stk is neither NULL nor a 4-byte boundary address.

8) sstk is neither NULL nor a 4-byte boundary address while

the task is assigned to a user domain.

(9) stk = NULL and stksz > CFG_SYSPOOLSZ while the task is
assigned to a user domain.

(10) sstk = NULL and sstksz > (CFG_RESPOOLSZ - VTSZ RPLMB)
while the task is assigned to a user domain.

(11) stk = NULL and (stksz + sstksz) > (CFG_RESPOOLSZ -
VTSZ_RPLMB) while the task is assigned to a kernel
domain.

Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

Insufficient memory

(1) Insufficient space in the system pool

(2) Insufficient space in the resource pool

No ID available (only for acre tsk)

Invalid object state

(1) Task specified by tskid already exists.
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E_MACV [m] Memory access violation

Function:

Each service call creates a task. The created task make a transition to the DORMANT state when
the TA_ACT attribute is not specified, or to the READY state when the TA_ACT attribute is
specified.

The processing that is performed at task creation is listed in table 6.11.

Table 6.11 Processing to be Performed at Task Creation
Contents

Clears the number of task initiation requests in the queue.

Resets the task state so that the task exception routine is not defined.

Resets the task state so that the upper-limit processor time is not specified.

Assigns a stack.

Clears the data in the performance counter and newly starts accumulation.

The following describes the meaning of the parameters.

(1) tskid

In service calls cre_tsk and icre_tsk, a value within the range from 1 to CFG_MAXTSKID can be
specified for tskid. Service calls acre_tsk and iacre_tsk search for an unused task ID, create a task
for the task ID with the contents specified by pk_ctsk, and return the ID as a return parameter.

(2) tskatr
Specify the logical OR of the following values for tskatr.

(a) Language
Specify either one of the following values.

— TA_HLNG (H'00000000): High-level language
— TA_ASM (H'00000001): Assembly language

(b) Task initiation
Specify TA_ACT to make the target task to enter the READY state. When TA_ACT is not
specified, the task enters the DORMANT state.

— TA_ACT (H'00000002): The task makes a transition to the READY state after the task has
been created.
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(c) Using a microcomputer with an on-chip DSP (when CFG_DSP is selected)
Specify TA_COPO to use the DSP.
— TA_COPO (H'00000100): The task uses the DSP.
(d) Using a microcomputer with an on-chip FPU (when CFG_FPU is selected)
Specify TA_COP1 to use the FPU for floating-point operations. Specify TA_COP2 in addition
to TA_COP1 when using both banks of the FPU for matrix operations.

— TA_COP1 (H'00000200): The task uses FPU register bank 0 (FPRO_BANKO to
FPR15_BANKO) and FPUL.

— TA_COP2 (H'00000400): The task uses FPU register bank 1 (FPRO_BANKI to
FPR15_BANKI1).

To specify TA_COP2, be sure to specify TA_COPI1 together; otherwise, an E_RSATR error is
returned.

Also refer to description (7), inifpscr.

(e) SR at initiation and assigned domain
The following attribute can be specified (OR) to assign the task to a domain.
TA_DOM(domid)
Here, the following can be specified for domid.
(1) 1to 31: The task is assigned to the user domain of the specified domid.

(ii) TDOM_SELF (0): The task is assigned to the domain of the caller. Note that when this
service call is issued from an extended service call or trap routine being executed in a task
context, the created task is assigned to the domain of the task that has called the extended
service call or trap routine (the same domain ID that can be checked by issuing get_did
from the extended service call or trap routine). When the service call is issued in a non-task
context, the created task is assigned to the kernel domain.

(iii) TDOM_KERNEL(-1): The task is assigned to the kernel domain.
When TA_DOM(domid) is omitted, attribute (ii) is assumed.

The task in the kernel domain is executed in privileged mode (SR.MD = 1), and the task in a
user domain is executed in user mode (SR.MD = 0).

When the memory object protection function is not selected:

Differences between user domain IDs are ignored, and operations only depend on the
classification between the kernel domain and the user domain.

To be more specific, the classification between the kernel domain and the user domain only
causes the following differences.

— The MD bit in SR at initiation is 1 (privileged mode) for the task in the kernel domain or O
(user mode) for the task in the user domain.
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— The stack to be used differs (refer to description (6), stksz, stk, sstksz, sstk).

(3) exinf
Parameter exinf can be widely used by the user, for example, to set information concerning tasks
to be created. exinf is passed to the task as a parameter when the task is initiated through act_tsk.

(4) task
Specify the task start address.

(5) itskpri
Specify 1 to CFG_MAXTSKPRI as the task priority at initiation.

(6) stksz, stk, sstksz, sstk
These parameters specify stacks.

Note that stksz and sstksz are rounded up to multiples of four. In the following description, stksz
and sstksz indicate multiples of four after being rounded up.

(a) Task in the user domain
A task in the user domain has a system stack in addition to a usual stack used for task
execution. The system stack is used by the kernel and extended service call and trap routines
called from the task to store the task context.
A stack is allocated to a stksz-byte area starting from address stk, and a system stack is
allocated to a sstksz-byte area starting from address sstk.

When the memory object protection function is not selected:

A stack must be allocated in an area that can be accessed in user mode. Even if this rule is
violated, the kernel does not check it. In this case, a CPU exception occurs when the stack is
accessed in user mode.

A system stack must be allocated in an area that cannot be accessed in user mode. Even if this
rule is violated, the kernel does not check it. In this case, the system stack can be accessed in
user mode, which increases the risk of damaging the stack.

When the memory object protection function is selected:
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A stack must be allocated in an area that can be read or written to from the domain including
the target task. If this rule is violated, an E_MACYV error will be returned.

A system stack must be allocated in an MMU non-mapped area that cannot be accessed in user

mode. No memory object can be used as a system stack. If this rule is violated, an E_MACV
error will be returned.

When NULL is specified as stk, the kernel allocates a stack in the system pool. At this time,

the kernel consumes an area in the resource pool to manage the allocated stack. For details,
refer to the following.

Reference: Resource pool consumption — Section 13.2.2 (1), Task
System pool consumption — Section 14.2 (1), When task is created

When the memory object protection function is selected:

The stack area allocated in the system pool by the kernel is a memory object having the
following attributes.

(1) Size: stksz (stack size) is rounded up to a multiple of CFG_PAGESZ.

Memory object

T

Size obtained by rounding up
stksz to a multiple of

CFG_PAGESZ
0 |
Initial value of stksz |
the stack pointer --> N N

(2) Page size: 4 kbytes
(3) Domain: Domain where the target task is assigned
(4) Memory attribute: TA_RW|TA_CACHE|TA_WBACK

(5) Access permission vector: TACT_PRW(domid)
(domid is the ID of the domain where the target task is assigned)
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When NULL is specified as sstk, the kernel allocates a system stack in the resource pool. For
details, refer to the following.

Reference: Section 13.2.2 (1), Task

(b) Task in the kernel domain

Unlike a task in the user domain, a task in the kernel domain has only one stack and sstk is
ignored.

The stack is used to execute the task and to store the task context by the kernel and the
extended service call and trap routines called from the task.

A stack is allocated to a (stksz + stksz)-byte area starting from address stk.

When the memory object protection function is not selected:

A stack must be allocated in an area that cannot be accessed in user mode. Even if this rule is
violated, the kernel does not check it. In this case, the privileged stack can be accessed in user
mode, which increases the risk of damaging the stack.

When the memory object protection function is selected:

A stack must be allocated in an MMU non-mapped area that cannot be accessed in user mode.
No memory object can be used as a stack. If this rule is violated, an E_MACYV error will be
returned.

When NULL is specified as stk, the kernel allocates a stack in the resource pool. For details,
refer to the following.

Reference: Section 13.2.2 (1), Task

(7) inifpscr

inifpscr is a parameter not specified in the pITRON specification.

It is valid only when CFG_FPU is selected and the TA_COP1 attribute is specified. In other cases,
it is ignored.

inifpscr specifies the FPSCR value at initiation. The kernel sets the inifpscr value in FPSCR
without checking an error in the inifpscr value.

Also refer to the following.
Reference: Section 15, Notes on FPU
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_ctsk, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_ctsk
— size = sizeof(T_CTSK)
— domid = Domain of the caller
— pmmode = TPM_READ

(2) The domain of the target task to be created does not have a read access permission for pk_ctsk-
>task, which means that an error will be returned if prb_mem is issued with the following

parameters.
— base = pk_ctsk->task
— size=1

— domid = Domain where the target task is assigned
— pmmode = TPM_READ

(3) When a task is to be created in a user domain, the domain of the task does not have a
read/write access permission for the stack area specified by stk, which means that an error will
be returned if prb_mem is issued with the following parameters.

— base = stk

— size = stksz

— domid = Domain where the target task is assigned

— pmmode = TPM_READ|TPM_WRITE

(4) The system stack area specified by sstk for the task to be created in a user domain or the stack
area specified by stk for the task to be created in the kernel domain is not allocated in an MMU
non-mapped area that cannot be accessed in user mode. To be more specific, the specified area
is not included in any of the following areas.

— An area in the on-chip memory virtual address space specified through the configurator
when CFG_IRAM specifies an MMU non-mapped area that cannot be accessed in user
non-DSP mode

— P1 or P2 area
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6.7.2 Delete Task (del_tsk)

C-Language API:

ER ercd = del_ tsk(ID tskid);

Parameters:

ID tskid
Return Parameters:

ER ercd

Error Codes:

E ID [p]
E CTX (k]
E OBJ [k]

E NOEXS (k]

Function:

Task ID

Normal termination (E_OK) or error code

Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

Context error

(1) Called in a non-task context.

Invalid object state

(1) Task specified by tskid is not in DORMANT state.
Undefined

(1) Task specified by tskid does not exist.

Service call del_tsk deletes the task specified by parameter tskid. The deleted task makes a
transition to the NON-EXISTENT state.

The areas allocated in the system pool and resource pool when the target task was created are

released.
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6.7.3 Initiate Task (act_tsk, iact_tsk)
C-Language API:
ER ercd = act_tsk(ID tskid);
ER ercd = iact_tsk(ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.
E_QOVR [k] Queuing overflow
(1) The number of initiation requests queued for the task has
reached CFG_MAXACTCNT.

Function:

Each service call initiates the task specified by parameter tskid. The initiated task makes a
transition from the DORMANT state to the READY state.

The processing that is performed during task initiation is listed in table 6.12.

Table 6.12 Processing to be Performed during Task Initiation

Contents

Initializes base priority and current priority of the task.

Clears the number of initiation requests in the queue.

Clears the number of suspend request nesting levels.

Clears pended exception causes.

Sets task exception processing disabled state.

Clears the flag pattern of the task event flag.

By specifying tskid = TSK_SELF (0), the current task is specified.
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Extended information of the task specified at task creation will be passed to the task as the
parameter.

When the task is not in the DORMANT state, up to the CFG_MAXACTCNT number of task
initiation requests through these service calls can be kept waiting.
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6.7.4 Cancel Task Initiation Request (can_act, ican_act)
C-Language API:
ER_UINT actcnt = can_act (ID tskid);
ER_UINT actcnt = ican_act (ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER_UINT actcnt Number of queued initiation requests
(positive value or 0), or error code
Error Codes:
E_ID [p] Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E NOEXS k1] Undefined

(1) Task specified by tskid does not exist.

Function:

The number of initiation requests queued for the task specified by tskid is determined, the result is
returned as the return parameter, and at the same time the initiation requests are all cancelled.

By specifying tskid = TSK_SELF (0), the current task is specified.

A task in the DORMANT state can also be specified; in this case the return parameter is 0.

135
RENESAS



6.7.5 Initiate Task and Specify Start Code (sta_tsk, ista_tsk)

C-Language API:
ER ercd = sta tsk(ID tskid, VP_INT stacd);
ER ercd = ista_ tsk(ID tskid, VP_INT stacd);

Parameters:
ID tskid Task ID
VP_INT stacd Task start code

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID)
E_OBJ [k] Invalid object state
(1) Task specified by tskid is not in the DORMANT state.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.

Function:

Each service call initiates the task indicated by parameter tskid. The initiated task makes a
transition from the DORMANT state to the READY state. At this time, the processing to be
performed during task initiation (table 6.12) is performed. The task start code indicated by
parameter stacd will be passed to the initiated task as the parameter.
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6.7.6 Exit Current Task (ext_tsk) and Exit and Delete Current Task (exd_tsk)
C-Language API:
void ext_tsk( );
void exd tsk( );
Parameters:
None
Return Parameters:
Execution does not return to the caller of these tasks.
In addition, if the following error occurs, control is passed to the system
down routine.
E_CTX [k] Context error

(1) Called in a non-task context.

Function:

Service call ext_tsk terminates the current task normally. After the execution of service call
ext_tsk, the current task makes a transition from the RUNNING state to the DORMANT state.
When an initiation request is queued, service call ext_tsk terminates the current task and then
restarts the task.

The processing that is performed at task termination is listed in table 6.13.

Table 6.13 Processing to be Performed at Task Termination

Contents

Unlocks the mutex locked by the task.

Releases upper-limit processor time.

Service call exd_tsk terminates the current task normally and deletes it. After the execution of
service call exd_tsk, the current task makes a transition from the RUNNING state to the NON-
EXISTENT state.

Service calls ext_tsk and exd_tsk do not release the resources acquired by the task (such as
semaphores and memory blocks) except for mutexes. Therefore, the user must issue service calls
to release resources before exiting the task.

In service call exd_tsk, the areas acquired from the system pool and resource pool at task creation.

Service calls ext_tsk and exd_tsk can be issued while task dispatch is disabled, the CPU is locked,
or the interrupt mask has been changed to a non-zero value through chg_ims. After either of the
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service calls is issued in any one of these states, the dispatch-disabled state or CPU-locked state is

cancelled and the interrupt mask is restored to 0.

Note that when execution returns from the task start function, the same operation as for service
call ext_tsk will be performed.
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6.7.7 Forcibly Terminate Task (ter_tsk)
C-Language API:

ER ercd = ter tsk(ID tskid);
Parameters:

ID tskid Task ID
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID
E_CTX [k] Context error

(1) Called in a non-task context
E_ILUSE [k] Illegal use of service call

(1) The current task is specified as the target task.
E_OBJ [k] Invalid object state

(1) Task specified by tskid is in the DORMANT state.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

Function:

Service call ter_tsk forces a task specified by tskid to terminate execution. The terminated task
enters the DORMANT state. At this time, the processing shown in table 6.13 is performed.

When an initiation request is queued, the processing to be performed during task initiation is
performed, and the target task enters the READY state.

A termination request through this service call is delayed in the following case:

o If the task specified by tskid masks forcible termination requests by service call vchg_tmd

Service call ter_tsk does not automatically release the resources acquired by the task (such as
semaphores and memory blocks) except for the mutexes. Therefore, the user must issue service
calls to release the resources before issuing service call ter_tsk.
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6.7.8 Change Task Priority (chg_pri, ichg_pri)

C-Language API:
ER ercd = chg pri(ID tskid, PRI tskpri);
ER ercd = ichg pri(ID tskid, PRI tskpri);

Parameters:
ID tskid Task ID
PRI tskpri Base priority of task

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [p] Parameter error
(1) tskpri < 0
(2) tskpri > CFG_MAXTSKPRI
E_ID [pl Invalid ID number
(1) tskpri < O
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E _ILUSE [k] Illegal use of service call
(1) Ceiling priority is exceeded.
E_OBJ [k] Invalid object state
(1) Task is in the DORMANT state.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.

Function:

Each service call changes the base priority of the task specified by parameter tskid to the value
specified by parameter tskpri. By specifying tskid = TSK_SELF (0), the current task is specified.

Specifying tskpri = TPRI_INI (0) returns the task priority to the initial priority that was specified
at task creation.

When the target task locks mutexes or waits for locking mutexes, an E_ILUSE is returned if the
specified priority is higher than the ceiling priority of any one of the mutexes.

When the target task does not lock mutexes, the current priority is also changed to the tskpri value
in addition to the base priority.

The base priority changed by the service calls is valid until the task is terminated or until a priority
changing service call is issued again. When a task makes a transition to the DORMANT state, the
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base priority before termination becomes invalid. When the task is initiated again, the base priority
returns to the initial task priority specified at task creation.

If the task specified by tskid is in a WAITING state and TA_TPRI is specified for the object
attribute, the wait queue may be changed by the service calls and as a result, the task at the head of
the wait queue may be released from the WAITING state.
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6.7.9 Refer to Task Priority (get_pri, iget_pri)
C-Language API:
ER ercd = get_pri(ID tskid, PRI *p_tskpri);
ER ercd = iget_pri(ID tskid, PRI *p_tskpri);

Parameters:
ID tskid Task ID
PRI *p tskpri Pointer to the area where the current priority of the

target task is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
PRI *p_tskpri Pointer to the area where the current priority of the
target task is stored
Error Codes:
E_PAR [pl Parameter error
(1) p_tskpri is not a 2-byte boundary address.
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state
(1) Task is in the DORMANT state.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.

E_MACV [m] Memory access violation

Function:

Each service call refers to the current priority of the task specified by parameter tskid, and returns
it to the area indicated by parameter p_tskpri. By specifying tskid = TSK_SELF (0), the current
task is specified.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_tskpri, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = p_tskpri
— size = sizeof(PRI)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.7.10 Refer to Task State (ref_tsk, iref_tsk)

C-Language API:
ER ercd = ref tsk(ID tskid, T_RTSK *pk_rtsk);
ER ercd = iref tsk(ID tskid, T_RTSK *pk_rtsk);

Parameters:
ID tskid Task ID
T_RTSK *pk_rtsk Pointer to the packet where the task state is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T RTSK *pk_rtsk Pointer to the packet where the task state is stored
Packet Structure:
typedef struct  {
STAT tskstat; 0 4 Task state
PRI tskpri; +4 2 Current priority of the task
PRI tskbpri; +6 2 Base priority of the task
STAT tskwait; +8 4 Wait cause
ID wobjid; +12 2 Wait object ID
TMO lefttmo; +16 4 Time to timeout
UINT actent; +20 4 Number of queued initiation requests
UINT wupcnt ; +24 4 Number of queued wakeup requests
UINT suscnt; +28 4 Suspend request nest count
MODE tskmode +32 4 Task execution mode
FLGPTN tflptn; +36 4 Current task event flag value
D domid; +40 2 ID of the domain where the task is
assigned
}T RTSK;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rtsk is not a 4-byte boundary address.
E_ID [pl] Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

E_MACV [m] Memory access violation
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Function:

Each service call refers to the state of the task indicated by parameter tskid. By specifying tskid =
TSK_SELF (0), the current task is specified.

The following values are returned to the area indicated by pk_rtsk. Note that data with an asterisk
(*) is invalid when the task is in the DORMANT state. If referenced information is related to a
function that is not installed, the referenced information will be undefined.

e tskstat

Indicates the current task state. The following values are returned.

— TTS_RUN (H'00000001): RUNNING state
— TTS_RDY (H'00000002): READY state
— TTS_WAI (H'00000004): WAITING state
— TTS_SUS (H'00000008): SUSPENDED state
— TTS_WAS (H'0000000c): WAITING-SUSPENDED state
— TTS_DMT (H'00000010): DORMANT state
o tskpri
Indicates the current task priority. When the task is in the DORMANT state, the initial priority
of the task is returned.

o tskbpri

Indicates the base priority of the task. When the task is in the DORMANT state, the initial
priority of the task is returned.

e tskwait*

Valid only when TTS_WAI or TTS_WAS is returned to tskstat. The following values are
returned.

— TTW_SLP (H'00000001): WAITING state caused by slp_tsk or tslp_tsk

— TTW_DLY (H'00000002): WAITING state caused by dly_tsk

— TTW_SEM (H'00000004): WAITING state caused by wai_sem or twai_sem
— TTW_FLG (H'00000008): WAITING state caused by wai_flg or twai_flg

— TTW_SDTQ (H'00000010): WAITING state caused by snd_dtq or tsnd_dtq
— TTW_RDTQ (H'00000020): WAITING state caused by rcv_dtq or trcv_dtq
— TTW_MBX (H'00000040): WAITING state caused by rcv_mbx or trcv_mbx
— TTW_MTX (H'00000080): WAITING state caused by loc_mtx or tloc_mtx
— TTW_SMBF (H'00000100): WAITING state caused by snd_mbf or tsnd_mbf
— TTW_RMBF (H'00000200): WAITING state caused by rcv_mbf or trcv_mbf
— TTW_MPF (H'00002000): WAITING state caused by get_mpf or tget_mpf
— TTW_MPL (H'00004000): WAITING state caused by get_mpl or tget_mpl
— TTW_TFL (H'00008000): WAITING state caused by vwai_tfl or vtwai_tfl
— TTW_MBP (H'00020000): WAITING state caused by rcv_mbp or trcv_mbp

144
RENESAS



wobjid*

Valid only when TTS_WALI or TTS_WAS is returned to tskstat and the waiting target object
ID is returned.

lefttmo*

The time until the target task times out is returned. Note that when the target task is in the
WAITING state according to service call dly_tsk, the value is undefined.

actent™

The current initiation request queue count is returned.

wupcent*

The current wakeup request queue count is returned.

suscnt®

The current suspend request nesting count is returned.

tskmode*

tskmode is a parameter not defined in the WITRON specification.

tskmode indicates the task execution mode set through service call vchg_tmd, and whether
there is a request that is delayed by service call vchg_tmd.

The following value is returned to tskmode.

— ECM_SUS (H'00000001): A suspend request is masked

— ECM_TER (H'00000002): A forcible termination request is masked

— PND_SUS (H'00000004): A suspend request is delayed

— PND_TER (H'00000008): A forcible termination request is delayed

tflptn*

tflptn is a parameter not defined in the pITRON specification.

The current task event flag value is returned. However, if the task event flag function was not
installed at system creation, an undefined value is returned.

domid

domid is a parameter not specified in the LI TRON specification.

The ID of the domain where the target task is assigned is returned through domid.
TDOM_KERNEL (-1) is returned when the task is in the kernel domain.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rtsk, which
means that an error will be returned if prb_mem is issued with the following parameters.

— base = pk_rtsk

— size = sizeof(T_RTSK)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.7.11 Refer to Task State (Simple Version) (ref_tst, iref_tst)
C-Language API:

ER ercd = ref tst(ID tskid, T RTST *pk rtst);

ER ercd = iref tst(ID tskid, T RTST *pk rtst);

Parameters:
ID tskid Task ID
T_RTST *pk_rtst Pointer to the packet where the task state is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T RTST *pk_rtst Pointer to the packet where the task state is stored
Packet Structure:
typedef struct {
STAT tskstat; 0 4 Task state
STAT tskwait; +4 4 Wait cause
}T _RTST;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rtst is not a 4-byte boundary address.
E_ID [pl] Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

E_MACV [m] Memory access violation

Function:

Each service call refers to the state of the task indicated by parameter tskid. By specifying tskid =
TSK_SELF (0), the current task is specified.

The obtained values are returned to the area indicated by pk_rtst. The members of pk_rtst are the
same as those with the same names in pk_rtsk, which will be returned when ref_tsk is issued. For
details, refer to the description of ref_tsk.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rtsk, which
means that an error will be returned if prb_mem is issued with the following parameters.

— base = pk_rtst

— size = sizeof(T_RTST)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.7.12 Change Task Execution Mode (vchg_tmd)
C-Language API:

ER ercd = vchg_ tmd(MODE tmd) ;
Parameters:

UINT tmd Task execution mode to change
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:

E_PAR [pl Parameter error

(1) tmd is invalid.
E_CTX [k] Context error

(1) Called in a non-task context

Function:

System call vchg_tmd changes the execution mode of the current task. A mask for requests from
other tasks can be specified in tmd as the task execution mode.

e ECM_SUS (H'00000001): Suspend request is masked
e ECM_TER (H'00000002): Forcible termination request is masked

When the suspend request is masked, even if service call sus_tsk or isus_tsk is issued, its request
is delayed until the mask is cancelled through service call vchg_tmd.

When the forcible termination request is masked, even if service call ter_tsk is called, its request is
delayed until the mask is cancelled through service call vchg_tmd.

The task execution mode is not changed by an extended service call or a return from it, or by an
initiation of a task exception processing routine or a return from it.

Delays of suspend requests and forcible termination requests can be referenced through service
calls ref tsk and iref tsk.
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6.8 Task Synchronization

Table 6.14 Service Calls for Task Synchronization

System State”®

Service Call'  Description T/N/E/D/U/L/C
slp_tsk [S] Shifts current task to the WAITING state T/E/U
tslp_tsk [S] Shifts current task to the WAITING state with timeout function T/E/U
wup_tsk [S] Wakes up task T/E/D/U
iwup_tsk  [S] N/E/D/U
can_wup [S] Cancels wakeup request T/E/D/U
ican_wup N/E/D/U
rel_wai [S] Cancels the WAITING state forcibly T/E/D/U
irel_wai [S] N/E/D/U
sus_tsk [S] Shifts to the SUSPENDED state T/E/D/U
isus_tsk N/E/D/U
rsm_tsk [S] Resumes the execution of a task in the SUSPENDED state T/E/D/U
irsm_tsk N/E/D/U
frsm_tsk [S] Forcibly resumes the execution of a task in the SUSPENDED  T/E/D/U
ifrsm_tsk state N/E/D/U
dly_tsk [S] Delays the current task T/E/U
vset_tfl Sets the task event flag T/E/D/U
ivset_tfl N/E/D/U
velr_tfl Clears the task event flag T/E/D/U
ivclr_tfl N/E/D/U
vwai_{fl Waits for the task event flag T/E/U
vpol_tfl Polls and waits for the task event flag T/E/D/U
viwai_tfl Waits for the task event flag with timeout function T/E/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function

2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler
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Table 6.15 Task Synchronization Specifications

Item

Description

Maximum number of task wakeup requests

CFG_MAXWUPCNT (32767 max.)

Maximum number of nesting levels for task
suspend requests

CFG_MAXSUSCNT (32767 max.)

Number of task event flag bits

32 bits (lower 16 bits are reserved for future
expansion)

Initial value of task event flag

0

Wait condition of task event flag

OR wait

RENESAS
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6.8.1 Sleep Task (slp_tsk, tslp_tsk)
C-Language API:
ER ercd = slp tsk( );
ER ercd = tslp_ tsk(TMO tmout) ;
Parameters:
<tslp tsk>
TMO tmout Timeout specification
Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR [pl Parameter error
(1) tmout < -2
E_CTX k] Context error

(1) Called in the dispatch-pended state
E_RLWAI (k] WAITING state is forcibly cancelled
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to the WAITING state in
WAITING-disabled state.
E_TMOUT (k] Timeout

Function:

Each service call shifts the current task to the wakeup WAITING state. However, if wakeup
requests are queued for the current task, the wakeup request count is decremented by one and task
execution continues. The WAITING state is cancelled by service call wup_tsk or iwup_tsk.

Parameter tmout specified by service call tslp_tsk specifies the timeout period. If a positive value
is specified for parameter tmout, the WAITING state is released and error code E_TMOUT is
returned when the tmout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the task continues execution by decrementing the wakeup
request count by one if the count is a positive value. If the wakeup request count is 0, error code
E_TMOUT is returned.

If tmout = TMO_FEVR (1) is specified, the same operation as for service call slp_tsk will be
performed. In other words, timeout will not be monitored.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.
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6.8.2 Wake up Task (wup_tsk, iwup_tsk)
C-Language API:
ER ercd = wup_tsk(ID tskid);
ER ercd = iwup_tsk (ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state

(1) Task specified by tskid is in the DORMANT state.
E NOEXS k1] Undefined

(1) Task specified by tskid does not exist.
E_QOVR [k] Queuing overflow

(1) The number of wakeup requests queued for the task has
reached CFG_MAXWUPCNT.

Function:

Each service call releases a task from the WAITING state after the task was assigned to the
WAITING state by service call slp_tsk or tslp_tsk. If the target task did not enter the WAITING

state by service call slp_tsk or tslp_tsk, up to the CFG_MAXWUPCNT number of requests to
wake up a task can be kept being pended.

By specifying tskid = TSK_SELF (0), the current task is specified.
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6.8.3
C-Language API:
ER _UINT wupcnt =
ER _UINT wupcnt =
Parameters:
ID tskid

Return Parameters:

ER_UINT  wupcnt
Error Codes:
E_ID [p]
E_OBJ (k]
E_NOEXS [k]
Function:

can_wup (ID tskid);
ican_wup (ID tskid) ;

Task ID

Number of queued task
value) or error code
Invalid ID number

(1)
(2)
(3)
Invalid object state

(1) Task specified by tskid
Undefined

(1)

tskid < 0
tskid > CFG_MAXTSKID
TSK_SELF (0)

tskid = is

Task specified by tskid

Cancel Wakeup Request (can_wup, ican_wup)

wakeup requests (0 or a positive

specified in a non-task context.

is in the DORMANT state.

does not exist.

Each service call obtains the number of wakeup requests queued for the task specified by tskid,
returns the result as a return parameter, and invalidates all of those requests.

By specifying tskid = TSK_SELF (0), the current task is specified.
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6.8.4 Cancel WAITING State Forcibly (rel_wai, irel_wai)
C-Language API:
ER ercd = rel wai (ID tskid);
ER ercd = irel_wai (ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER_UINT ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state
(1) Task specified by tskid is in the DORMANT state.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.

Function:

When the task specified by tskid is in some kind of WAITING state (not including a
SUSPENDED state), it is forcibly cancelled. E_RLWALI is returned as the error code for the task
for which the WAITING state is cancelled by service call rel_wai or irel_wai.

When the target task is executing an extended service call or trap routine, the target task is shifted
to the WAITING-disabled state. The WAITING-disabled state is cancelled when all processing of
the extended service call or trap routine called from the target task is completed, that is, the target
task is in the WAITING-disabled state only during execution of the extended service call or trap
routine.

In the WAITING-disabled state, if a service call causing a transition to the WAITING state is
issued and the transition condition is satisfied, an E_RLWAI error will be generated.

By specifying tskid = TSK_SELF (0), the current task is specified.

If service call rel_wai or irel_wai is issued for a task in a WAITING-SUSPENDED state, the task
enters the SUSPENDED state. After that, if service call rsm_tsk, irsm_tsk, frsm_tsk, or ifrsm_tsk
is issued and the SUSPENDED state is cancelled, E_ RLWAI is returned as the error code for the
task.

For canceling SUSPENDED state, rsm_tsk, irsm_tsk, frsm_tsk or ifrsm_tsk should be used.
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6.8.5 Suspend Task (sus_tsk, isus_tsk)
C-Language API:
ER ercd = sus_tsk(ID tskid);
ER ercd = isus_tsk(ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_CTX [k] Context error
(1) A task being executed was specified in dispatch-pended
state.
E_OBJ [k] Invalid object state
(1) Task specified by tskid is in the DORMANT state.
E_NOEXS [k] Undefined
(1) Task specified by tskid does not exist.
E_QOVR [k] Queuing overflow
(1) The number of suspend requests queued for the task has

reached CFG_MAXSUSCNT.

Function:

Each service call suspends execution of the task specified by tskid and shifts the task to the
SUSPENDED state. If the specified task is in the WAITING state, the task shifts to the
WAITING-SUSPENDED state.

By specifying tskid = TSK_SELF (0), the current task is specified.
The SUSPENDED state can be cancelled by service call rsm_tsk, irsm_tsk, frsm_tsk, or ifrsm_tsk.

Requests to suspend a task by service calls sus_tsk and isus_tsk are nested. Up to the
CFG_MAXSUSCNT number of requests can be kept being pended.

When the task specified by tskid masks the suspend request by service call vchg_tmd, the task
enters the SUSPENDED state immediately after the suspend request mask is cancelled by service
call vchg_tmd (by specifying tmd = 0).
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Delayed requests to suspend a task can be cancelled by service call rsm_tsk, irsm_tsk, frsm_tsk, or
ifrsm_tsk. Therefore, tasks are suspended if there are one or more delayed suspend requests when
the delay is canceled.
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6.8.6 Resume Task (rsm_tsk, irsm_tsk) and Resume Task Forcibly (frsm_tsk, ifrsm_tsk)
C-Language API:
ER ercd = rsm _tsk(ID tskid);
ER ercd = irsm tsk(ID tskid);
ER ercd = frsm tsk(ID tskid);
ER ercd = ifrsm tsk(ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) tskid £ 0
(2) tskid > CFG_MAXTSKID
E_OBJ [k] Invalid object state
(1) Task specified by tskid is in the DORMANT state.
(2) Task specified by tskid is not in the SUSPENDED state.
(3) Task specified by tskid is the current task.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

Function:

Each service call releases the task specified by parameter tskid from the SUSPENDED state.
Service calls rsm_tsk and irsm_tsk decrement, by one, the number of nested requests to suspend
the task specified by tskid, and release the task from the SUSPENDED state when the number of
the nested requests becomes 0. Service calls frsm_tsk and ifrsm_tsk modify the number of nested
requests to 0, and release the task from the SUSPENDED state. When the task is in the
WAITING-SUSPENDED state, the task is shifted to the WAITING state.
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6.8.7 Delay Task (dly_tsk)
C-Language API:
ER ercd = dly tsk(RELTIM dlytim);
Parameters:
RELTIM dlytim Delayed time
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_CTX [k] Context error
(1) Called in the dispatch-delayed state
E_RLWAI [k] WAITING state is forcibly cancelled.
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.

Function:

The current task is shifted from the RUNNING state to a timed WAITING state, and waits until
the time specified by dlytim has expired. When the time specified by dlytim has elapsed, the state
of the current task is shifted to the READY state. The current task is put into a WAITING state
even if dlytim = O is specified.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for dlytim is H'ffffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

This service call differs from service call tslp_tsk in that it ends normally when execution is
terminated after being delayed by the amount of time specified by dlytim. In addition, even if
service call wup_tsk or iwup_tsk is executed during the delay, the WAITING state is not
cancelled. The WAITING state is cancelled before the delay time has elapsed only when service
call rel_wai, irel_wai, or ter_tsk is issued.
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6.8.8 Set Task Event Flag (vset_tfl, ivset_tfl)
C-Language API:
ER ercd = vset_tfl(ID tskid, FLGPTN setptn);
ER ercd = ivset tfl(ID tskid, FLGPTN setptn);

Parameters:
ID tskid Task ID
FLGPTN setptn Bit pattern to set

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state
(1) Task specified by tskid is in the DORMANT state.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

Function:

The task event flag of the task indicated by parameter tskid is logically ORed with the value
indicated by parameter setptn and is updated to the resultant value. Note that the lower 16 bits of
the bit pattern in parameter setptn must be set to 0 because the corresponding bits of the event flag
are reserved for future expansion.

By specifying tskid = TSK_SELF (0), the current task is specified.

In service calls vset_tfl and ivset_tfl, when the logical OR of the updated pattern of the task event
flag and the waiting pattern becomes a non-zero value, the task is released from the WAITING
state. At this time, the task event flag is cleared to 0.
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6.8.9 Clear Task Event Flag (vclr_tfl, ivclr_tfl)
C-Language API:
ER ercd = vclr tfl(ID tskid, FLGPTN clrptn);
ER ercd = ivelr_ tfl(ID tskid, FLGPTN clrptn);

Parameters:
ID tskid Task ID
FLGPTN clrptn Bit pattern to clear

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state

(1) Task specified by tskid is in the DORMANT state.
E_NOEXS [p] Undefined

(1) Task specified by tskid does not exist.

Function:

The task event flag of the task indicated by parameter tskid are logically ANDed with the value
indicated by parameter clrptn and is updated to the resultant value. Note that the lower 16 bits of

the bit pattern in parameter clrptn must be set to H'ffff because the corresponding bits of the event
flag are reserved for future expansion.

By specifying tskid = TSK_SELF (0), the current task is specified.
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6.8.10 Wait for Task Event Flag (vwai_tfl, vpol_tfl, vtwai_tfl)
C-Language API:

ER ercd = vwai_tfl (UINT waiptn, FLGPTN *p_ tflptn);

ER ercd = vpol_ tfl (UINT waiptn, FLGPTN *p_ tflptn);

ER ercd = vtwai_ tfl (UINT waiptn, FLGPTN *p_ tflptn, TMO tmout) ;

Parameters:
FLGPTN waiptn Bit pattern to wait
FLGPTN *p tflptn Pointer to the area where the bit pattern when

releasing the WAITING state is to be returned
<vtwai tfls>
TMO tmout Timeout specification
Return Parameters:
ER ercd Normal termination (E_OK) or error code
FLGPTN *p tflptn Pointer to the area where the bit pattern when
releasing the WAITING state is stored
Error Codes:
E_PAR [pl Parameter error
(1) waiptn = 0
(2) tmout < -2
(3) p_tflptn is not a 4-byte boundary address.
E_CTX (k] Context error
(1) Called in a non-task context
(2) Called in the dispatch-pended state in a task context
(only for vwai_tfl and twai_tfl)
E_RLWAI [k] WAITING state is forcibly cancelled (only for vwai_tfl and
vtwai tfl).
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in
WAITING-disabled state.

E_TMOUT (k] Timeout
E_MACV [m] Memory access violation
Function:

Each service call waits for any bit of the task event flag specified by parameter waiptn to be set.
When the wait release condition is satisfied, the bit pattern of the task event flag at that time is
returned to the area indicated by parameter p_tflptn. At the same time, the task event flag value is
cleared to 0.
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Each service call immediately terminates processing if any bit specified by waiptn is already set
when a service call is issued. If no bit is set, the task that issued service call vwai_tfl or vtwai_tfl
enters the WAITING state. With service call vpol_tfl, error code E_TMOUT is immediately
returned in this case. Tasks are released from the WAITING state when any bit specified by
waiptn is set by service call vset_tfl.

The task event flag value is O at task initiation.
In service call vtwai_tfl, parameter tmout specifies the timeout period.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when tmout
period has passed without the wait release condition being satisfied. If tmout = TMO_POL (0) is
specified, the same operation as for service call vpol_tfl will be performed. If tmout =
TMO_FEVR (-1) is specified, the timeout monitoring is not performed. In other words, the same
operation as for service call vwai_tfl will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_tflptn, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base= p_tflptn
— size = sizeof(T_RTSK)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.9 Task Exception Processing Functions

Table 6.16 Service Calls for Task Exception Processing
System State”

Service Call" Description T/N/E/D/U/L/C
def_tex [s] Defines the task exception processing routine T/E/D/U
idef_tex N/E/D/U
ras_tex [S] Requests the task exception processing T/E/D/U
iras_tex [S] N/E/D/U/C
dis_tex [S] Disables the task exception processing T/E/D/U
ena_tex [S] Enables the task exception processing T/E/D/U
sns_tex [S] Refers to the task exception processing disabled  T/N/E/D/U/L
state
ref_tex Refers to the task exception processing state T/E/D/U
iref_tex N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.17 Task Exception Processing Specifications

Item Description

Exception cause 32 bits

Task exception processing TA_HLNG: The processing is written in a high-level language.
routine attributes TA_ASM: The processing is written in assembly language.
TA_COPO: The routine uses the DSP.

TA_COP1: The routine uses FPU register bank 0.

TA_COP2: The routine uses FPU register bank 1.

The task exception routine is initiated as a task context when the following conditions are
satisfied.
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e Task exception processing enabled state

e Pended exception cause is not 0

e The CPU is unlocked

e The interrupt mask is not changed to a non-zero value by service call chg_ims

e Task is not executing an extended service call routine or a trap routine.

When execution returns from a task exception processing routine, the processing that was
performed before the task exception processing routine was initiated is continued. At this time, the
task enters the task exception enabled state. When the pended exception cause is not O at this time,
the task exception processing routine is initiated again.

Note that the following states do not change before and after the task exception processing routine
is initiate and terminated.

e Task or non-task context
e Dispatch-disabled or enabled state
e (CPU-locked or unlocked state

e Domain type (kernel or user domain)
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6.9.1 Define Task Exception Processing Routine (def_tex, idef _tex)
C-Language API:

ER ercd = def tex(ID tskid, T DTEX *pk dtex);

ER ercd = idef tex(ID tskid, T DTEX *pk dtex);

Parameters:
ID tskid Task ID
T_DTEX *pk_dtex Pointer to the packet where task exception-processing-

routine definition information is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure
typedef struct {

ATR texatr; 0 4 Task exception processing routine
attribute
FP texrtn; +4 4 Task exception processing routine

initiation address

Uw inifpscr; +8 4 Initial FPSCR value
}T_DTEX;
Error Codes:
E_RSATR [p] Reserved attribute

(1) The bits other than TA COPO, TA COP1l, TA COP2, and TA_ ASM
in texatr are not 0.
(2) TA_COPO is specified for texatr while CFG DSP is not
selected.
(3) TA_COP1l is specified for texatr while CFG_FPU is not
selected.
(4) TA_COP2 is specified for texatr while TA COP1 is not
specified.
(5) Both TA COPO0 and TA COP1l are specified for texatr.
E_PAR [pl Parameter error
(1) pk_dtex is not a 4-byte boundary address.
(2) texrtn is an odd value.
E_ID [p] Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E NOEXS [k1] Undefined
(1) Task specified by tskid does not exist.
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E_MACV [m] Memory access violation

Function:

The task exception processing routine is defined. The following describes each parameter
function.

ey

tskid

Parameter tskid specifies the ID of the task to be defined. By specifying tskid = TSK_SELF (0),
the current task is specified.

The task exception processing routine is assigned to the same domain as the target task.

The task exception processing routine for a task in the kernel domain is executed in privileged
mode (SR.MD = 1), and that for a task in a user domain is executed in user mode (SR.MD = 0).

2

texatr

Specify the logical OR of the following values for texatr.

(a)

(b)

(©

3)

Language
Specify either one of the following values.

— TA_HLNG (H'00000000): High-level language
— TA_ASM (H'00000001): Assembly language

Using a microcomputer with an on-chip DSP (when CFG_DSP is selected)
Specify TA_COPO to use the DSP.
— TA_COPO (H'00000100): The routine uses the DSP.

Using a microcomputer with an on-chip FPU (when CFG_FPU is selected)

Specify TA_COP1 to use the FPU for floating-point operations. Specify TA_COP2 in addition

to TA_COP1 when using both banks of the FPU for matrix operations.

— TA_COP1 (H'00000200): The routine uses FPU register bank 0 (FPRO_BANKO to
FPR15_BANKO) and FPUL.

— TA_COP2 (H'00000400): The routine uses FPU register bank 1 (FPRO_BANKI to
FPR15_BANKI1).

To specify TA_COP2, be sure to specify TA_COPI1 together; otherwise, an E_RSATR error
will be returned.

Also refer to description (4), inifpscr.

texrtn

texrtn specifies the start address of the task exception processing routine.
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When pk_dtex=NULL (0) is specified, the definition of the task exception processing routine for
the task specified by tskid is cancelled. At this time, the pended exception cause for the task is
cleared to 0, and the task is shifted to the task exception processing disabled state.

If a task exception processing routine has already been defined, the previous definition is
cancelled and is replaced with the new definition. At this time, the pended exception cause is not
cleared and task exception processing is not disabled.

(4) inifpscr

inifpscr is a parameter not specified in the pITRON specification.

It is valid only when CFG_FPU is selected and the TA_COP1 attribute is specified. In other cases,
it is ignored.

inifpscr specifies the FPSCR value at initiation. The kernel sets the inifpscr value in FPSCR
without checking an error in the inifpscr value.

Also refer to the following.

Reference: Section 15, Notes on FPU

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following cases.

(1) When pk_dtex != NULL, the domain of the caller does not have a read access permission for
pk_dtex, which means that an error will be returned if prb_mem is issued with the following
parameters.

— base = pk_dtex

— size = sizeof(T_DTEX)

— domid = Domain of the caller
— pmmode = TPM_READ

(2) When pk_dtex != NULL, the domain of the task indicated by tskid does not have a read access
permission for pk_dtex->texrtn, which means that an error will be returned if prb_mem is
issued with the following parameters.

— base = pk_dtex->texrtn

— size=1

— domid= Domain where the task indicated by tskid is assigned
— pmmode = TPM_READ
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6.9.2 Request Task Exception Processing (ras_tex, iras_tex)
C-Language API:

ER ercd = ras_tex(ID tskid, TEXPTN rasptn);

ER ercd = iras_tex(ID tskid, TEXPTN rasptn);

Parameters:
ID tskid Task ID
TEXPTN rasptn Task exception cause of task exception processing to be
requested
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [p] Parameter error

(1) rasptn = 0
E_ID [pl] Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state

(1) Task specified by tskid is in the DORMANT state.

(2) Task exception processing routine is not defined for the

task specified by tskid.

E NOEXS k1] Undefined

(1) Task specified by tskid does not exist.

Function:

Each service call requests task exception processing through the task exception cause specified by
rasptn, for the task specified by tskid. That is, the pended exception cause for the task is logically
ORed with the value indicated by parameter rasptn.

By specifying tskid=TSK_SELF (0), the current task is specified.

When the conditions for starting task exception processing routine are satisfied through this
service call, the task exception processing routine is initiated.
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6.9.3 Disable Task Exception Processing (dis_tex)

C-Language API:

ER ercd = dis_tex( );

Parameters:
None
Return Parameters:
ER ercd
Error Codes:

E_CTX [kl
E_OBJ (k]
Function:

Normal termination (E_OK) or error code

Context error

(1)

Called in a non-task context

Invalid object state

(1)

Task exception processing routine is not defined for the

current task.

The current task is shifted to the task exception processing disabled state.
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6.9.4 Enable Task Exception Processing (ena_tex)
C-Language API:
ER ercd = ena_tex( );
Parameters:
None
Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_CTX [k] Context error
(1) Called in a non-task context
E_OBJ [k] Invalid object state
(1) Task exception processing routine is not defined for the

current task.

Function:
The current task is shifted to the task exception enabled state.

When conditions for starting the task exception processing routine are satisfied through this
service call, the task exception processing routine is initiated.
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6.9.5 Refer To Task Exception Processing Disabled State (sns_tex)
C-Language API:

BOOL state= sns_tex( );
Parameters:

None
Return Parameters:

BOOL state Task exception processing disabled state
Error Codes:

None

Function:

When a task in the RUNNING state is in the task exception processing disabled state, TRUE is
returned; when in the task exception processing enabled state, FALSE is returned. A task in the
RUNNING state is the current task when this service call is issued in a task context, or when
issued in a non-task context, is the task which had run immediately prior to the transition to the
non-task context. When the service call is issued in a non-task context and no task is in the
RUNNING state, TRUE is returned.

Tasks for which no task exception processing routines are defined are held in the task exception
processing disabled state, so when no task exception processing routine has been defined for a task
in the RUNNING state, this service call returns TRUE.

This service call can also be issued in the CPU-locked state and from the CPU exception handler.
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6.9.6 Refer to Task Exception Processing State (ref_tex, iref_tex)

C-Language API:

ER ercd = ref tex(ID tskid, T RTEX *pk rtex);

ER ercd = iref tex(ID tskid, T RTEX *pk rtex);

Parameters:

ID tskid

T RTEX

Return Parameters:
ER ercd

T RTEX

Packet Structure:

typedef struct
STAT
TEXPTN

}T RTEX;

Error Codes:

E_PAR [p]

E ID [p]

E_OBJ [k]

E_NOEXS [k]

E_MACV [m]

Function:

*pk_rtex

*pk_rtex

Task ID
Pointer to the packet where the task exception

processing state is to be returned

Normal termination (E_OK) or error code
Pointer to the packet where the task exception

processing state is stored

{

texstat; 0 4 Task exception processing state

pndptn; +4 4 Pended exception cause

Parameter error

(1) pk_rtex is not a 4-byte boundary address.

Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.

Invalid object state

(1) Task specified by tskid is in the DORMANT state.

(2) Task exception processing routine is not defined for the
task specified by tskid.

Undefined

(1) Task specified by tskid does not exist.

Memory access violation

The state of the task exception processing for the task specified by tskid is referenced. By
specifying tskid = TSK_SELF (0), the current task is specified.

The following values are returned to the area indicated by pk_rtex.
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e texstat
One of the following values is returned for texstat, according to whether the target task is in a
task exception enabled state or a task exception processing disabled state.

— TTEX_ENA (H'00000000): Task exception processing enabled state
— TTEX_DIS (H'00000001): Task exception processing disabled state

e pndptn
The pended exception cause for the target task is returned as pndptn. If there are no
unprocessed exception processing requests, 0 is returned as pndptn.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rtex, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rtex
— size = sizeof(T_RTEX)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.10

Synchronization and Communication (Semaphore)

Table 6.18 Service Calls for Synchronization and Communication (Semaphore)

System State”®

Service Call'  Description T/N/E/D/U/L/C
cre_sem [s] Creates semaphore T/E/D/U
icre_sem N/E/D/U
acre_sem Creates semaphore and assigns semaphore ID automatically T/E/D/U
iacre_sem N/E/D/U
del_sem Deletes semaphore T/E/D/U
sig_sem [S] Returns semaphore resource T/E/D/U
isig_sem [S] N/E/D/U
wai_sem [S] Waits for semaphore resource T/E/U
pol_sem [S] Polls and waits for semaphore resource T/E/D/U
ipol_sem N/E/D/U
twai_sem [S] Waits for semaphore resource with timeout function T/E/U
ref_sem Refers to semaphore state T/E/D/U
iref_sem N/E/D/U
Notes: 1. [S]: Standard profile service calls

[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function

T: Can be called in a task context

N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler

Table 6.19 Semaphore Specifications

Item

Description

Semaphore ID

1 to CFG_MAXSEMID (32767 max.)

Maximum semaphore count 65535

Semaphore attributes TA_TFIFO: Wait task queue is managed on a FIFO basis.

TA_TPRI: Wait task queue is managed on the current priority.

175
RENESAS



6.10.1 Create Semaphore (cre_sem, icre_sem, acre_sem, iacre_sem)
C-Language API:

ER ercd = cre_sem(ID semid, T CSEM *pk csem);

ER ercd = icre_sem(ID semid, T _CSEM *pk csem);

ER_ID semid = acre_sem(T_CSEM *pk csem) ;

ER_ID semid = iacre sem(T _CSEM *pk csem) ;
Parameters:

T_CSEM *pk_csem Pointer to the packet where semaphore creation

information is stored

<cre_sem, icre sem>

ID semid Semaphore ID
Return Parameters:

<cre_sem, icre sem>

ER ercd Normal termination (E_OK) or error code

<acre_sem, lacre_ sem>

ER_ID semid ID of created semaphore (a positive value) or error code
Packet Structure

typedef struct {

ATR sematr; 0 4 Semaphore attribute
UINT isemcnt +4 4 Initial value of semaphore resource
count
UINT maxsem; +8 4 Maximum number of semaphore resources
}T CSEM;
Error Codes:
E_RSATR [pl Reserved attribute
(1) sematr is invalid.
E_PAR [pl Parameter error
(1) maxsem = 0 or maxsem > H'ffff

(2) isemcnt > maxsem

(3) pk_csem is not a 4-byte boundary address.
E_ID [pl Invalid ID number

(1) semid < 0

(2) semid > CFG_MAXSEMID
E_NOID [k] No ID available (only for acre_ sem)
E_OBJ [k] Invalid object state

(1) Semaphore specified by semid already exists.

E_MACV [m] Memory access violation
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Function:

Service calls cre_sem and icre_sem create a semaphore with the ID specified by semid using the
contents specified by parameter pk_csem.

Service calls acre_sem and iacre_sem search for an unused semaphore ID, create a semaphore for
that ID with the contents specified by parameter pk_csem, and return the ID as a return parameter.
The range to search for an unused semaphore ID is 1 to CFG_MAXSEMID.

Parameter sematr specifies the order of the tasks in the queue waiting for the semaphore resource.
sematr:= (TA_TFIFO || TA_TPRI)

e TA_TFIFO (H'00000000): Wait task queue is managed on a FIFO basis
e TA_TPRI (H'00000001): Wait task queue is managed on the current priority

Parameter isemcnt specifies the initial value of the semaphore to be created. It can range from 0 to
maxsem.

Parameter maxsem specifies the maximum number of resources of the semaphore to be created. It
can range from 1 to 65535.

A semaphore can also be created statically by the configurator.
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_csem, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_csem
— size = sizeof(T_CSEM)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.10.2 Delete Semaphore (del_sem)

C-Language API:

ER ercd = del_sem(ID semid);

Parameters:
ID semid
Return Parameters:
ER ercd

Error Codes:

E_ID [p]
E_CTX [k]
E_NOEXS (k]

Function:

Semaphore ID

Normal termination (E_OK) or error code

Invalid ID number

(1) semid < 0

(2) semid > CFG_MAXSEMID

Context error

(1) Called in a non-task context
Undefined

(1) Semaphore specified by semid does not exist.

Service call del_sem deletes the semaphore indicated by parameter semid.

No error will occur even if there is a task waiting to acquire a resource with the semaphore
indicated by semid. However, in that case, the task in the WAITING state will be released and
error code E_DLT will be returned.
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6.10.3 Return Semaphore Resource (sig_sem, isig_sem)

C-Language API:

ER ercd = sig sem(ID semid) ;

ER ercd = isig _sem(ID semid) ;

Parameters:

ID semid
Return Parameters:
ER ercd

Error Codes:

E_ID [pl
E_NOEXS [k]
E_QOVR (k]

Function:

Semaphore ID

Normal termination (E_OK) or error code

Invalid ID number

(1) semid < 0

(2) semid > CFG_MAXSEMID

Undefined

(1) Semaphore specified by semid does not exist.

Queuing overflow

(1) The semaphore count has already reached the maximum number
of semaphore resources specified when the semaphore was

created.

Each service call returns one resource to the semaphore indicated by semid. If there is a task
waiting for the semaphore indicated by semid, the task at the head of the wait queue is released
from the WAITING state, and the resource is assigned to the task. If there are no tasks in the wait
queue, the semaphore count is incremented by one.

The maximum semaphore count is maxsem, which is specified at semaphore creation.
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6.10.4 Wait for Semaphore Resource (wai_sem, pol_sem, ipol_sem, twai_sem)
C-Language API:

ER ercd = wai_sem(ID semid) ;
ER ercd = pol_sem(ID semid) ;
ER ercd = ipol sem(ID semid) ;
ER ercd = twai_sem(ID semid, TMO tmout) ;
Parameters:
ID semid Semaphore ID
<twai_sem>
TMO tmout Timeout specification
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [pl Parameter error
(1) tmout < -2
E_ID [pl Invalid ID number
(1) semid < 0
(2) semid > CFG_MAXSEMID
E_CTX [k] Context error (only for wai_sem and twai_sem)

(1) Called in the dispatch-pended state

E NOEXS k1] Undefined
(1) Semaphore specified by semid does not exist.

E_RLWAI [k] WAITING state is forcibly cancelled (only for wai_sem and
twai_sem) .

(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.
E_TMOUT [k] Polling failed or timeout
E DLT [k] Waiting object deleted
(1) Semaphore specified by semid was deleted.

Function:
Each service call acquires one resource from the semaphore specified by semid.

Each service call decrements the number of resources of the target semaphore by one if the
number of resources of the target semaphore is equal to or greater than 1, and the task issuing the
service call continues execution. If no resources exist, the task issuing service call wai_sem or
twai_sem is placed in the wait queue for the semaphore, and with service call pol_sem or
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ipol_sem, error code E_TMOUT is immediately returned. The wait queue is managed according to
the attribute specified at creation.

Parameter tmout specified by service call twai_sem specifies the timeout period. If a positive
value is specified for parameter tmout, error code E_TMOUT is returned when the tmout period
has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call pol_sem will be
performed.

If tmout = TMO_FEVR (-1) is specified, the timeout monitoring is not performed. In this case, the
same operation as for service call wai_sem will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.
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6.10.5 Refer to Semaphore State (ref_sem, iref_sem)
C-Language API:

ER ercd =

ER ercd =
Parameters:

ID

T_RSEM

ref_sem(ID semid, T RSEM *pk_rsem);

iref sem(ID semid, T RSEM *pk rsem);

semid

Semaphore ID

*pk_rsem Pointer to the packet where the semaphore state is to be

Return Parameters:

ER
T RSEM

Packet Structure:

typedef

}T RSEM;
Error Codes:
E_PAR

E ID

E_NOEXS

E MACV

Function:

returned

ercd Normal termination (E_OK) or error code
*pk_rsem Pointer to the packet where the semaphore state is
stored

struct {
D wtskid; 0 2 Wait task ID
UINT semcnt; +4 4 Current semaphore count
[p] Parameter error

(1) pk_rsem is not a 4-byte boundary address.
[p] Invalid ID number

(1) semid < 0

(2) semid > CFG_MAXSEMID
[k] Undefined

(1) Semaphore specified by semid does not exist.
[m] Memory access violation

Each service call refers to the state of the semaphore indicated by parameter semid. Each service
call returns the task ID at the head of the semaphore wait queue (wtskid) and the current
semaphore count (semcnt), to the area specified by parameter pk_rsem. If there is no task waiting
for the semaphore, TSK_NONE (0) is returned as wtskid.
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Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rsem, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rsem
— size = sizeof(T_RSEM)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.11

Synchronization and Communication (Event Flag)

Table 6.20 Service Calls for Synchronization and Communication (Event Flag)

System State”®

Service Call” Description T/N/E/D/U/L/C
cre_flg [s] Creates event flag T/E/D/U
icre_flg N/E/D/U
acre_flg Creates event flag and assigns event flag ID automatically ~ T/E/D/U
iacre_flg N/E/D/U
del_flg Deletes event flag T/E/D/U
set_flg [S] Sets event flag T/E/D/U
iset_flg  [S] N/E/D/U
clr_flg [S] Clears event flag T/E/D/U
iclr_flg N/E/D/U
wai_flg [S] Waits for event flag T/E/U
pol_flg [S] Polls and waits for event flag T/E/D/U
ipol_flg  [S] N/E/D/U
twai_flg  [S] Waits for event flag with timeout function T/E/U
ref_flg Refers to event flag state T/E/D/U
iref_flg N/E/D/U
Notes: 1. [S]: Standard profile service calls
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[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function

. T: Can be called in a task context

N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler
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Table 6.21 Event Flag Specifications

Item Description

Event flag ID 1 to CFG_MAXFLGID (32767 max.)

Event flag size 32 bits

Event flag attributes TA_TFIFO: Wait task queue is managed on a FIFO basis.

TA_TPRI: Wait task queue is managed on the current priority.
TA_WSGL: Does not permit multiple tasks to wait for the event flag.
TA_WMUL: Permits multiple tasks to wait for the event flag.
TA_CLR: Clears event flag at the time of waiting release.
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6.11.1 Create Event Flag (cre_flg, icre_flg, acre_flg, iacre_flg)
C-Language API:
ER ercd = cre_flg(ID flgid, T CFLG *pk cflg);
ER ercd = icre_flg(ID flgid, T CFLG *pk cflg);
ER_ID flgid = acre_flg(T_CFLG *pk_cflg);
ER_ID flgid = iacre_flg(T_CFLG *pk_cflg);
Parameters:
T_CFLG *pk_cflg Pointer to the packet where the event flag creation
information is stored
<cre flg, icre flg»>
D flgid Event flag ID
Return Parameters:
<cre_flg, icre_flg>
ER ercd Normal termination (E_OK) or error code
<acre_flg, iacre flg>
ER_ID flgid Created event flag ID (a positive value) or error code
Packet Structure:
typedef struct  {

ATR flgatr; 0 4 Event flag attribute
FLGPTN iflgptn; +4 4 Initial value of event flag
}T _CFLG;
Error Codes:
E_RSATR [p] Reserved attribute

(1) flgatr is invalid.
E_PAR [pl] Parameter error

(1) pk_cflg is not a 4-byte boundary address.
E_ID [pl Invalid ID number

(1) flgid < 0

(2) flgid > CFG_MAXFLGID

E_NOID [k] No ID available (only for acre flg)
E_OBJ [k] Invalid object state
(1) Event flag specified by flgid already exists.
E_MACV [m] Memory access violation
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Function:

Service calls cre_flg and icre_flg create an event flag with the ID specified by flgid using the
contents specified by pk_cflg.

Service calls acre_flg and iacre_flg search for an unused event flag ID and create an event flag for
that ID with the contents specified by parameter pk_cflg. The created event flag ID is returned as a
return parameter. The range to search for an unused event flag ID is 1 to CFG_MAXFLGID.

Parameter flgatr specifies the order of the tasks in the queue waiting for the event flag and the
number of tasks allowed to wait for the event flag.

flgatr:= ((TA_TFIFO || TA_TPRI) | (TA_WSGL || TA_WMUL) | [TA_CLR])

e TA_TFIFO (H'00000000): Wait task queue is managed on a FIFO basis.

e TA_TPRI (H'00000001): Wait task queue is managed on the current priority.

e TA_WSGL (H'00000000): Does not permit multiple tasks to wait for the event flag.
e TA_WMUL (H'00000002): Permits multiple tasks to wait for the event flag.

e TA_CLR (H'00000004): Clears event flag at the time of waiting release.

If TA_WSGL attribute is specified for flgatr, only one task can wait for the created event flag. In
this case, the event flag performs the same operation when either attribute TA_TFIFO or
TA_TPRI is specified. On the other hand, multiple tasks can enter the WAITING state when the
TA_WMUL attribute is specified. If TA_CLR attribute is specified for flgatr, all bits of the event
flag bit pattern are cleared when the wait release condition is satisfied.

Parameter iflgptn specifies the initial value of the event flag to be created.
An event flag can also be created statically by the configurator.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cflg, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cflg
— size = sizeof(T_CFLG)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.11.2 Delete Event Flag (del_flg)

C-Language API:

ER ercd = del flg(ID flgid);

Parameters:
ID flgid
Return Parameters:

ER ercd
Error Codes:

E_ID [p]

E_CTX [k]

E_NOEXS k]
Function:

Event flag ID

Normal termination (E_OK) or error code

Invalid ID number

(1) flgid < 0

(2) flgid > CFG_MAXFLGID

Context error

(1) Called in a non-task context
Undefined

(1) Event flag specified by flgid does not exist.

Service call del_flg deletes the event flag indicated by parameter flgid.

No error will occur even if there is a task waiting for the conditions to be met in the event flag

indicated by flgid. However, in that case, the task in the WAITING state will be released and error
code E_DLT will be returned.
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6.11.3 Set Event Flag (set_flg, iset_flg)

C-Language API:
ER ercd = set_flg(ID flgid, FLGPTN setptn);
ER ercd = iset_ flg(ID flgid, FLGPTN setptn);

Parameters:
ID flgid Event flag ID
FLGPTN setptn Bit pattern to set

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) flgid < 0
(2) flgid > CFG_MAXFLGID
E NOEXS k1] Undefined
(1) Event flag specified by flgid does not exist.

Function:

The event flag specified by flgid is logically ORed with the value indicated by parameter setptn
and is updated to the resultant value.

Each service call shifts a task to the READY state after the event flag value has been changed and
when the wait release conditions of a task waiting for an event flag are satisfied. Wait release
conditions are checked in the queue order. All bits of the event flag bit pattern are cleared when
the TA_CLR attribute is set to the target event flag attribute and service call processing ends.

When the TA_WMUL attribute is set to the event flag and the TA_CLR attribute is not specified,
multiple wait tasks may satisfy the release conditions when service call set_flg is called only once.
When multiple wait tasks satisfy the release conditions, the tasks are released in the queue order of
the event flag.
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6.114 Clear Event Flag (cIr_flg, iclr_flg)
C-Language API:
ER ercd = clr flg(ID flgid, FLGPTN clrptn);
ER ercd = iclr flg(ID flgid, FLGPTN clrptn);

Parameters:
ID flgid Event flag ID
FLGPTN clrptn Bit pattern to clear

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) flgid < 0
(2) flgid > CFG_MAXFLGID
E NOEXS k1] Undefined

(1) Event flag specified by flgid does not exist.

Function:

The event flag specified by flgid is logically ANDed with the value indicated by parameter clrptn
and is updated to the resultant value.
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6.11.5 Wait for Event Flag Setting (wai_flg, pol_flg, ipol_flg, twai_flg)
C-Language API:

ER ercd =
ER ercd =
ER ercd =
ER ercd =
tmout) ;
Parameters:
ID
FLGPTN
MODE
FLGPTN

<twai_flg>
TMO

Return Parameters:

ER
FLGPTN

Error Codes:

E_PAR

E ID

E CTX

E_ILUSE

E_NOEXS

wai flg(ID flgid, FLGPTN waiptn, MODE wfmode, FLGPTN *p flgptn) ;

pol flg(ID flgid, FLGPTN waiptn, MODE wfmode, FLGPTN *p flgptn);
ipol flg(ID flgid, FLGPTN waiptn, MODE wfmode, FLGPTN *p_ flgptn) ;
twai flg(ID flgid, FLGPTN waiptn, MODE wfmode, FLGPTN *p_ flgptn, TMO

flgid Event flag ID

waiptn Wait bit pattern

wimode Wait mode

*p_flgptn Pointer to the area where the bit pattern at waiting
release is to be returned

tmout Timeout value

ercd Normal termination (E_OK) or error code
*p flgptn Pointer to the area where the bit pattern at waiting
release is stored
[p] Parameter error
(1) waiptn = 0
(2) wfmode is invalid.
(3) tmout < -2
(4) p_flgptn is not a 4-byte boundary address.
[p] Invalid ID
(1) flgid < 0
(2) flgid > CFG_MAXFLGID
[k] Context error (only for wai_ flg and twai_flg)
(1) Called in the dispatch-pended state
[k] Illegal use of service call
(1) The target event flag has the TA WSGL attribute and a task
is waiting for the event flag.
[k] Undefined

(1) Event flag specified by flgid does not exist.
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E_RLWAI [k] WAITING state was forcibly cancelled (only for wai_ flg and
twai_flg).
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.

E_TMOUT [k] Polling failed or timeout
E_DLT [k] Waiting object deleted
(1) Event flag specified by flgid was deleted.
E_MACV [m] Memory access violation
Function:

A task that has called one of these service calls waits until the event flag specified by parameter
flgid is set to satisfy the waiting conditions indicated by parameters waiptn and wfmode. Each
service call returns the bit pattern of the event flag to the area indicated by p_flgptn when the wait
release condition is satisfied.

If the attribute of the target event flag is TA_WSGL and another task is waiting for the event flag,
error code E_ILUSE is returned.

If the wait release conditions are met before a task issues service call wai_flg, pol_flg, ipol_flg, or
twai_flg, the service call will be completed immediately. If they are not met, the task will be sent
to the wait queue when service call wai_flg or twai_flg is called. With service call pol_flg or
ipol_flg, error code E_TMOUT is immediately returned, then the processing ends.

The parameter wfmode is specified in the following format.
wfmode:= ((TWF_ANDW || TWF_ORW))

e TWF_ANDW (H'00000000): AND wait
e TWF_ORW (H'00000001): OR wait

If TWF_ANDW is specified as wfmode, the task waits until all the bits specified by waiptn have
been set. If TWF_ORW is specified as wfmode, the task waits until any one of the bits specified
by waiptn has been set in the specified event flag.

Parameter tmout for service call twai_flg specifies the timeout period. If a positive value is
specified for parameter tmout, error code E_TMOUT is returned when the timeout period has
passed without the waiting release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call pol_flg will be
performed.
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If tmout = TMO_FEVR (-1) is specified, the timeout monitoring is not performed. In this case, the
same operation as for service call wai_flg will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_flgptn, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = p_flgptn
— size = sizeof(FLGPTN)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.11.6 Refer to Event Flag State (ref_flg, iref_flg)
C-Language API

ER ercd = ref flg(ID flgid, T RFLG *pk rflg);
ER ercd = iref flg(ID flgid, T RFLG *pk rflg);

Parameters:
ID flgid Event flag ID
T_RFLG *pk_rflg Pointer to the packet where the event flag state is to

be returned

Return Parameters:

ER ercd Normal termination (E_OK) or error code
T_RFLG *pk_rflg Pointer to the packet where the event flag state is
stored

Packet Structure:
typedef struct {

D wtskid; 0 2 Wait task ID
FLGPTN flgptn; +4 4 Event flag bit pattern
}T RFLG;
Error Codes:
E_PAR [pl Parameter error

(1) pk_rflg is not a 4-byte boundary address.
E_ID [p] Invalid ID number

(1) flgid < 0

(2) flgid > CFG_MAXFLGID

E NOEXS [k1] Undefined
(1) Event flag specified by flgid does not exist.
E_MACV [m] Memory access violation
Function:

Each service call refers to the state of the event flag indicated by parameter flgid.

Each service call returns the task ID at the head of the event flag wait queue (wtskid) and the
current event flag bit pattern (flgptn), to the area specified by parameter pk_rflg.

If there is no task waiting for the specified event flag, TSK_NONE (0) is returned as wtskid.
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Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rflg, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base= pk_rflg
— size = sizeof(T_RFLG)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.12 Synchronization and Communication (Data Queue)

Table 6.22 Service Calls for Synchronization and Communication (Data Queue)

System State”®

Service Call'  Description T/N/E/D/U/L/C
cre_dtq [s] Creates data queue T/E/D/U
icre_dtq N/E/D/U
acre_dtq Creates data queue and assigns data queue ID automatically T/E/D/U
iacre_dtq N/E/D/U
del_dtq Deletes data queue T/E/D/U
snd_dtq [S] Sends data to data queue T/E/U
psnd_dtq [S] Polls and sends data to data queue T/E/D/U
ipsnd_dtq [S] N/E/D/U
tsnd_dtq [S] Sends data to data queue with timeout function T/E/U
fsnd_dtq [S] Forcibly sends data to data queue T/E/D/U
ifsnd_dtg  [S] N/E/D/U
rcv_diq [S] Receives data from data queue T/E/U
prcv_dtq [S] Polls and receives data from data queue T/E/D/U
trev_dtq [S] Receives data from data queue with timeout function T/E/U
ref_dtq Refers to data queue state T/E/D/U
iref_dtq N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler
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Table 6.23 Data Queue Specifications

Item Description
Data queue ID 1 to CFG_MAXDTQID (32767 max.)
One word 32 bits

Data queue attributes TA_TFIFO: Wait task queue is managed on a FIFO basis.
TA_TPRI: Wait task queue is managed on the current priority.
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6.12.1 Create Data Queue (cre_dtq, icre_dtq, acre_dtq, iacre_dtq)

C-Language API:

ER ercd = cre_dtg(ID dtgid, T _CDTQ *pk cdtq);
ER ercd = icre_dtqg (ID dtgid, T CDTQ *pk_cdtq);
ER_ID dtgid = acre_dtg (T _CDTQ *pk cdtq);

ER_ID dtgid = iacre dtg (T_CDTQ *pk cdtq);

Parameters:

T_CDTQ *pk_cdtqg Pointer to the packet where the data queue creation

information is stored

<cre dtqg, icre dtg>

ID dtgid
Return Parameters:

Data queue ID

<cre_dtqg, icre dtg>

ER ercd

Normal termination (E_OK) or error code

<acre_dtqg, iacre dtg>

ER_ID dtgid
Packet Structure:
typedef struct

ATR
UINT
VP
}T_CDTQ;

Error Codes:
E_RSATR [p]
E_PAR [pl
E ID [p]
E_NOMEM [k]
E_NOID [k]
E_OBJ k]
E_MACV [m]
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Created data queue ID (a positive value) or error code

{

dtgatr; 0 4 Data queue attribute
dtgent; +4 4 Size of data queue area (the number
of data values)

dtgmb; +8 4 Start address of data queue area

Reserved attribute

(1) dtgatr is invalid.

Parameter error

(1) dtgent != 0 and TSZ DTQMB(dtgcnt) > (CFG_RESPOOLSZ -
VTSZ_RPLMB)

(2) pk_cdtg is not a 4-byte boundary address.
Invalid ID number

(1) dtgid < 0

(2) dtgid > CFG_MAXDTQID

Insufficient memory

(1) Insufficient space in the resource pool

No ID available (only for acre dtq)

Invalid object state

(1) Data queue specified by dtgid already exists.

Memory access violation
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Function:

Service calls cre_dtq and icre_dtq create a data queue with the ID specified by dtqid using the
contents specified by pk_cdtq.

Service calls acre_dtq and iacre_dtq search for an unused data queue ID and create a data queue
for that ID with the contents specified by pk_cdtq, and return the ID as a return parameter. The
range to search for unused data queue IDs is from 1 to CFG_MAXDTQID.

Attribute dtqatr specifies the order of the tasks in the queue waiting for sending a message to the
data queue.

dtqatr:= (TA_TFIFO || TA_TPRI)

e TA_TFIFO (H'00000000): Wait task queue is managed on a FIFO basis.
e TA_TPRI (H'00000001): Wait task queue is managed on the current priority.

The wait queue for receiving a message from the data queue is always managed on a FIFO basis.
In addition, data to be sent to a data queue is also managed on a FIFO basis in the data queue,
without priority.

Parameter dtqcnt specifies the number of data items that can be stored in the data queue area. It is
also possible to specify a value of O for dtqcnt; in this case, data sending tasks and data receiving
tasks are completely synchronized.

Parameter dtqmb is ignored in this kernel. To ensure the portability of programs, specify NULL
for dtqmb.

The kernel allocates a data queue area in the resource pool. For details, refer to the following.
Reference: Section 13.2.2 (2), Data queue

Data queues can also be created statically by the configurator.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cdtq, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cdtq
— size = sizeof(T_CDTQ)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.12.2 Delete Data Queue (del_dtq)
C-Language API:
ER ercd = del_dtg(ID dtgid);
Parameters:
ID dtgid Data queue ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl] Invalid ID number
(1) dtgid < 0
(2) dtgid > CFG_MAXDTQID
E_CTX [k] Context error
(1) Called in a non-task context
E NOEXS [k1] Undefined

(1) Data queue specified by dtgid does not exist.

Function:
The data queue specified by dtqid is deleted.

No error occurs even if there is a send-waiting task or receive-waiting task in the data queue

specified by dtqid. However, the WAITING state of the task is cancelled, and an error code
E_DLT is returned.

On deletion, the data queue area allocated in the resource pool is released.
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6.12.3 Send Data to Data Queue (snd_dtq, psnd_dtq, ipsnd_dtq, tsnd_dtq, fsnd_dtq,

ifsnd

_dtq)

C-Language API:
snd_dtqg (ID dtgid, VP_INT data);

psnd_dtg(ID dtgid, VP_INT data);
ipsnd_dtg(ID dtgid, VP_INT data) ;

tsnd _dtg(ID dtgid, VP_INT data, TMO tmout) ;
fsnd dtg(ID dtgid, VP_INT data) ;

ifsnd dtqg(ID dtgid, VP_INT data);

ER ercd =
ER ercd =
ER ercd =
ER ercd =
ER ercd =
ER ercd =
Parameters:

ID
VP_INT
<tsnd_dtg>
TMO

dtgid
data

tmout

Return Parameters:

ER
Error Codes:
E_PAR

E CTX

E_ILUSE

E NOEXS

E RLWAI

E_TMOUT
E_DLT

ercd

(p]

[p]

[k]

[k]
[k]

Data Queue ID

Data to be sent to data queue
Timeout specification
Normal termination (E_OK) or error code

Parameter error

(1) tmout < -2

Invalid ID number

(1) dtgid £ 0

(2) dtgid > CFG_MAXDTQID

Context error (only for snd dtg and tsnd dtq)

(1) Called in the dispatch-pended state

Illegal use of service call

(1) fsnd dtg or ifsnd dtg is issued for the data queue whose
dtgent is 0.

Undefined

(1) Data queue specified by dtgid does not exist.

WAITING state is forcibly cancelled (only for snd dtg and

tsnd_dtqg) .

(1) rel _wai service call was issued in the WAITING state.

(2) An attempt was made to shift to WAITING state in
WAITING-disabled state.

Polling failed or timeout

Waiting object deleted

(1) Data queue specified by dtgid was deleted.
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Function:
The 4-byte data specified by parameter data is sent to the data queue specified by dtqid.

When a task is waiting to receive data in the target data queue, the data is passed to the head task
in the receive-waiting queue and the waiting state of the task is canceled.

When a task is waiting to send data in the target data queue, service calls snd_dtq and tsnd_dtq
place the calling task in the queue for waiting a free space in the data queue (send-waiting queue),
or service calls psnd_dtq and ipsnd_dtq are immediately terminated with returning an E_TMOUT
error. The send-waiting queue is managed according to the attribute specified when the data queue
was created.

When neither a receive-waiting task nor a send-waiting task exists, the data is stored in the data
queue. The count of the data queue is incremented by one.

When the data queue count has not reached the maximum data queue count, the calling task is
connected to the send-waiting queue.

In service call tsnd_dtq, the wait time is specified for tmout.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when the
timeout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call psnd_dtq will be
performed.

If tmout = TMO_FEVR (-1) is specified, timeout monitoring is not performed. In other words, the
same operation as for service call snd_dtq will be performed.

When a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick
cycles), the maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.

In fsnd_dtq and ifsnd_dtq, when a task is waiting to send data in the target data queue or when no
free space is found in the data queue even if no task is waiting to send data in the target data
queue, the oldest data in the data queue is erased and data is sent to that area. In other cases,
service calls fsnd_dtq and ifsnd_dtq operate in the same way as snd_dtq and isnd_dtq,
respectively.

Note that neither fsnd_dtq nor ifsnd_dtq can be issued for the data queue whose data size is
specified as 0. If any one of these service calls is issued, an E_ILUSE error is returned.
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6.12.4 Receive Data from Data Queue (rcv_dtq, prev_dtq, trev_dtq)
C-Language API:
rcv_dtg(ID dtgid, VP_INT *p data);

prcv_dtg(ID dtgid, VP_INT *p data);

ER ercd =

ER ercd =

ER ercd =
Parameters:

ID

VP_INT

<trcv_dtg>

TMO

trcv_dtg(ID dtgid, VP_INT *p data, TMO tmout) ;

dtgid
*p_data

tmout

Return Parameters:

ER
VP_INT

Error Codes:
E_PAR

E CTX

E NOEXS

E RLWAI

E_TMOUT
E DLT

E_MACV

ercd

*p_data

[p]

[p]

Data queue ID
Start address of the area where received data is to be

returned
Timeout specification

Normal termination (E_OK) or error code

Pointer to the area where received data is stored

Parameter error

(1) tmout < -2

(2) p_data is not a 4-byte boundary address.

Invalid ID number

(1) dtgid < 0

(2) dtgid > CFG_MAXDTQID

Context error

(1) Called in a non-task context

(2) Called in dispatch-pended state in a task context (only
for rcv_dtg and trcv_dtq)

Undefined

(1) Data queue specified by dtgid does not exist.

WAITING state is forcibly cancelled (only for rcv_dtg and

trev_dtq) .

(1) rel wai service call was issued in the WAITING state.

(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.

Polling failed or timeout

Waiting object deleted

(1) Data queue specified by dtgid was deleted.

Memory access violation
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Function:

Data is received from the data queue specified by dtqid, and stored to the area indicated by
parameter p_data.

If there is data in the data queue, the first data (the oldest message) is received. On receiving data
from the data queue, the data queue count is decremented by 1. As a result, if data can be stored in
the data queue, data sending processing is performed for a task in the send-waiting queue in the
order of the wait queue.

If there is no data in the data queue, and there exists a send-waiting task (such a circumstance can
occur only when the data queue area capacity is 0), the data of the task at the head of data send-
waiting queue is received. As a result, the WAITING state of the data send-waiting task is
cancelled.

If there is no data in the data queue and there are no send-waiting tasks either, service call rcv_dtq
or trcv_dtq causes the calling task to be placed in the queue for waiting for message arrival
(receive-waiting queue). In service call prcv_dtq, the call returns immediately with an E_TMOUT
error. The receive-waiting queue is managed on a FIFO basis.

In service call trcv_dtq, tmout specifies the wait time.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when the
timeout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call prcv_dtq will be
performed. If tmout = TMO_FEVR (-1) is specified, timeout monitoring is not performed. In
other words, the same operation as for service call rcv_dtq will be performed.

When a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick
cycles), the maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_data, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = p_data
— size = sizeof(VP_INT)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.12.5 Refer to Data Queue State (ref_dtq, iref_dtq)
C-Language API:
ER ercd = ref dtg(ID dtqgid, T RDTQ *pk rdtq);
ER ercd = ref dtg(ID dtgid, T RDTQ *pk rdtq);

Parameters:
ID dtgid Data queue ID
T_RDTQ *pk_rdtg Pointer to the packet where data queue state is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T _RDTQ *pk_rdtg Pointer to the packet where data queue state is stored
Packet Structure:
typedef struct {
D stskid; 0 2 Task ID waiting for sending
D rtskid; +2 2 Task ID waiting for receiving
UINT sdtgcent; +4 4 The number of data in the data queue
}T RDTQ;
Error Codes:
E_PAR [pl Parameter error

(1) pk_rdtg is not a 4-byte boundary address.
E_ID [pl Invalid ID number

(1) dtgid < 0

(2) dtgid > CFG_MAXDTQID
E_NOEXS [k] Undefined

(1) Data queue specified by dtgid does not exist.

E_MACV [m] Memory access violation

Function:

The state of the data queue specified by dtqid is referenced, and the send-waiting task IDs (stskid),
the receive-waiting task IDs (rtskid), and the number of data items in the data queue (sdtqcnt) are
returned to the area specified by pk_rdtq. When no task is waiting for sending in the target data
queue, TSK_NONE (0) is returned through stskid. When no task is waiting for receiving in the
target data queue, TSK_NONE (0) is returned through rtskid.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rdtq, which
means that an error will be returned if prb_mem is issued with the following parameters.

— base= pk_rdtq

— size = sizeof(T_RDTQ)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.13

Synchronization and Communication (Mailbox)

Table 6.24 Service Calls for Synchronization and Communication (Mailbox)

System State™

Service Call'  Description T/N/E/D/U/L/C
cre_mbx [s] Creates mailbox T/E/D/U
icre_mbx N/E/D/U
acre_mbx Creates mailbox and assigns mailbox ID automatically T/E/D/U
iacre_mbx N/E/D/U
del_mbx Deletes mailbox T/E/D/U
snd_mbx [S] Sends data to mailbox T/E/D/U
isnd_mbx N/E/D/U
rcv_mbx [S] Receives data from mailbox T/E/U
prcv_mbx [S] Polls and receives data from mailbox T/E/D/U
iprcv_mbx NE/D/U
trev_mbx [S] Receives data from mailbox with timeout function T/E/U
ref_mbx Refers to mailbox state T/E/D/U
iref_mbx N/E/D/U
Notes: 1. [S]: Standard profile service calls

[s]: Service calls that are not standard profile service calls but are needed in order to

use the standard profile function

T: Can be called in a task context

N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler

RENESAS
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Table 6.25 Mailbox Specifications

Item Description

Mailbox ID 1 to CFG_MAXMBXID (32767 max.)

Message priority 1 to CFG_MAXMSGPRI* (255 max.)

Mailbox attributes TA_TFIFO: Wait task queue is managed on a FIFO basis.

TA_TPRI: Wait task queue is managed on the current priority.
TA_MFIFO: Message queue is managed on a FIFO basis.
TA_MPRI: Message queue is managed on the current priority.

Note: This value is same as TMAX_MPRI defined in kernel_macro.h.
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6.13.1 Create Mailbox (cre_mbx, icre_mbx, acre_mbx, iacre_mbx)

C-Language API:
ER ercd = cre_mbx(ID mbxid, T CMBX *pk cmbx) ;
ER ercd = icre_mbx(ID mbxid, T CMBX *pk cmbx) ;
ER_ID mbxid = acre mbx (T CMBX *pk cmbx) ;
ER_ID mbxid = iacre mbx (T _CMBX *pk cmbx) ;
Parameters:
T_CMBX *pk_cmbx Pointer to the packet where the mailbox creation
information is stored
<cre mbx, icre mbx>
ID mbxid Mailbox ID
Return Parameters:
<cre_mbx, icre mbx>
ER ercd Normal termination (E_OK) or error code
<acre_mbx, iacre mbx>
ER_ID mbxid Created mailbox ID (a positive value) or error code
Packet Structure:
typedef struct {

ATR mbxatr; 0 4 Mailbox attribute
UINT mbxcnt ; +4 4 Number of messages that can be stored
PRI maxmpri ; +8 2 Highest message priority
VP mbxmb ; +12 4 Start address of mailbox management
area
}T CMBX;
Error Codes:
E_RSATR [pl Reserved attribute
(1) mbxatr is invalid.
E_PAR [p] Parameter error

(1) maxmpri < 0

(2) maxmpri > CFG_MAXMSGPRI

(3) pk_cmbx is not a 4-byte boundary address.
E_ID [pl Invalid ID number

(1) mbxid < 0

(2) mbxid > CFG_MAXMBXID
E_NOMEM [k] Insufficient memory

(1) Insufficient space in the resource pool
E_NOID [k] No ID available (only for acre mbx)
E_OBJ [k] Invalid object state

(1) Mailbox specified by mbxid already exists.
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E_MACV [m] Memory access violation

Function:

Service calls cre_mbx and icre_mbx create a mailbox with the ID specified by mbxid using the
contents specified by pk_cmbx.

Service calls acre_mbx and iacre_mbx search for an unused mailbox ID and create a mailbox for
that ID with the contents specified by parameter pk_cmbx. The created mailbox ID is returned as a
return parameter. The range to search for an unused mailbox ID is 1 to CFG_MAXMBXID.

Parameter mbxatr specifies the order of the receive-waiting tasks and messages in the wait queues.
mbxatr:= ( (TA_TFIFO || TA_TPRI) | TA_MFIFO || TA_MPRI))

e TA_TFIFO (H'00000000): Message receive-waiting queue is managed on a FIFO basis.

e TA_TPRI (H'00000001): Message receive-waiting queue is managed on the current priority.
e TA_MFIFO (H'00000000): Message queue is managed on a FIFO basis.

e TA_MPRI (H'00000002): Message queue is managed on the current priority.

mbxcnt and mbxmb are always ignored in this kernel. To ensure the portability of programs,
specify an appropriate value for mbxcnt and NULL for mbxmb.

When the TA_MPRI attribute is specified and maxmpri > 1, the kernel uses an area in the resource
pool to manage the mailbox. For details, refer to the following.

Reference: Section 13.2.2 (3), Mailbox

A mailbox can also be created statically by the configurator.
Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cmbx, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cmbx
— size = sizeof(T_CMBX)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.13.2 Delete Mailbox (del_mbx)
C-Language API:

ER ercd = del mbx (ID mbxid) ;
Parameters:

ID mbxid Mailbox ID
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number

(1) mbxid < 0

(2) mbxid > CFG_MAXMBXID
E_CTX [k] Context error

(1) Called in a non-task context
E NOEXS [k1] Undefined

(1) Mailbox specified by mbxid does not exist.

Function:
Service call del_mbx deletes the mailbox indicated by parameter mbxid.

After the mailbox is deleted, the management area that was allocated in the resource pool to create
the mailbox and send messages is released.

No error will occur even if there is a task waiting for a message in the mailbox indicated by
mbxid. However, in that case, the task in the WAITING state will be released and error code
E_DLT will be returned. If there is a message in the mailbox, no error will occur, but the kernel
will not perform any processing for the message area. For example, the kernel will not
automatically return the message area to the memory pool when a memory block acquired from
the memory pool is used for a message.
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6.13.3 Send Message to Mailbox (snd_mbx, isnd_mbx)

C-Language API:
ER ercd = snd mbx (ID mbxid, T MSG *pk msg) ;
ER ercd = isnd mbx (ID mbxid, T MSG *pk msg) ;

Parameters:
D mbxid Mailbox ID
T_MSG *pk_msg Start address of the message to be sent

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
<Mailbox message header>
typedef struct {
VP msghead; 0 4 Kernel management area
}T_MSG;
msghead is provided only to ensure the compatibility of the message format with
the former versions. It does not need to be cleared to zero when data is sent
to the mailbox.

<Mailbox message header with prioritys>

typedef struct {
T MSG msgque; 0 4 Message header
PRI msgpri; +4 2 Message priority
}T MSG_PRI;

Error Codes:

E_PAR Parameter error
[p] (1) pk_msg is not a 4-byte boundary address.
[k] (2) The TA MPRI attribute is specified for the target mailbox

and msgpri < 0 or msgpri > (highest message priority
specified when the mailbox was created).
E_ID [p] Invalid ID number
(1) mbxid < 0
(2) mbxid > CFG_MAXMBXID
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the resource pool
E_NOEXS [k] Undefined
(1) Mailbox specified by mbxid does not exist.

E_MACV [m] Memory access violation
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Function:
Each service call sends a message specified by pk_msg to the mailbox specified by mbxid.

If there is a task waiting to receive a message in the mailbox, the task at the head of the wait queue
receives the message and is released from the WAITING state. On the other hand, if there are no
tasks waiting to receive a message, the message specified by pk_msg is placed at the end of the
message queue. The message queue is managed according to the attribute specified at creation.
Here, the kernel uses an area in the resource pool to manage the message. For details, refer to the
following.

Reference: Resource pool consumption — Section 13.2.3 (1), Mailbox: snd_mbx, isnd_mbx

To send a message to a mailbox that has the TA_MFIFO attribute, the message must have the
T_MSG structure at the head of the message, as shown in Figure 6.2.

To send a message to a mailbox that has the TA_MPRI attribute, the message must have the
T_MSG_PRI structure at the head of the message, as shown in Figure 6.3.

Messages must be created in RAM.

typedef struct {

T_MSG t_nsg; /* T_MSG structure */
B dat a[ 8] ; /* Exanpl e of user nessage data structure (any structure) */
} USER_MSG

Figure 6.2 Example of a Message Form

typedef struct {

T_MSG PRI t_msg; /* T_MSG PRI structure */
B data[8]; /* Exanple of user nmessage data structure (any structure) */
} USER_MSG

Figure 6.3 Example of a Message Form with Priority

The sent message is read by the receiving task. Accordingly, note the following when creating a
message.

(1) In principle, messages must not be created as local variables.

(2) When the memory protection function is used, a message must be created in an area for which
the receiving task has a read access permission. In general, it is recommended to use a mailbox
for communications between tasks within the same domain. To transfer messages between
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domains, consider the use of a data queue (only one word), a message buffer, or a protected
mailbox.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_msg, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_msg
— size = sizeof(T_MSG_PRI)
Note that this size should be checked even when the TA_MFIFO attribute is specified.

— domid = Domain of the caller
— pmmode = TPM_READ
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6.134 Receive Message from Mailbox (rcv_mbx, prcv_mbx, iprcv_mbx, trecv_mbx)
C-Language API:

ER ercd = rcv_mbx (ID mbxid, T MSG **ppk msg) ;

ER ercd = prcv_mbx (ID mbxid, T MSG **ppk msg) ;

ER ercd = iprcv_mbx (ID mbxid, T _MSG **ppk msg) ;

ER ercd = trcv_mbx(ID mbxid, T MSG **ppk msg, TMO tmout) ;

Parameters:
ID mbxid Mailbox ID
T_MSG **ppk_msg Pointer to the area where the start address of the

received message is to be returned
<trcv_mbx>
TMO tmout Timeout specification
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T MSG **ppk msg Pointer to the area where the start address of the
received message is stored
Packet Structure:

<Mailbox message header>

typedef struct
VP msghead; 0 4 Kernel management area
}T _MSG;
<Mailbox message header with priority>
typedef struct
T _MSG msgque; 0 4 Message header
PRI msgpri; +4 2 Message priority
}T MSG PRI;

Error Codes:
E_PAR [p] Parameter error
(1) tmout < -2
(2) ppk_msg is not a 4-byte boundary address.
E_ID [pl Invalid ID number
(1) mbxid < 0
(2) mbxid > CFG_MAXMBXID)
E_CTX [k] Context error (only for rcv_mbx and trcv_mbx)
(1) Called in the dispatch-pended state
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E_RLWAI [k] WAITING state is forcibly cancelled (only for rcv_mbx and
trcv_mbx) .
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.

E_TMOUT [k] Polling failed or timeout
E DLT [k] Waiting object deleted
(1) Mailbox specified by mbxid was deleted.
E_MACV [m] Memory access violation
Function:

Each service call receives a message from the mailbox specified by parameter mbxid. Then the
start address of the received message is returned to the area indicated by parameter ppk_msg.

After a message is received, the management area that was acquired from the resource pool by the
kernel to manage the message when the message was sent is released.

With service calls rcv_mbx and trcv_mbx, if there are no messages in the mailbox, the task that
issued the service call is placed in the wait queue to receive a message (receive-waiting queue).
With service calls prcv_mbx and iprcv_mbx, if there are no messages in the mailbox, error code
E_TMOUT is returned immediately. The wait queue is managed according to the attribute
specified at creation.

Parameter tmout specified by service call trcv_mbx specifies the timeout period.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when the
timeout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call prcv_mbx will be
performed.

If tmout = TMO_FEVR (1) is specified, timeout monitoring is not performed. In other words, the
same operation as for service call rcv_mbx will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:

An E_MACYV error will be returned in the following case.
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(1) The domain of the caller does not have a read/write access permission for ppk_msg, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = ppk_msg
— size = sizeof(T_MSG *)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE

217
RENESAS



6.13.5 Refer to Mailbox State (ref_mbx, iref_mbx)

C-Language API:

ER ercd = ref mbx(ID mbxid, T_RMBX *pk_rmbx) ;

ER ercd = iref mbx(ID mbxid, T_RMBX *pk_rmbx) ;

Parameters:
1D mbxid
T_RMBX *pk_rmbx

Return Parameters:
ER ercd
T RMBX *pk_rmbx
Packet Structure:
(1) T _RMBX
typedef struct
ID
T _MSG

}T RMBX;
(2) T MSG

Mailbox ID
Pointer to the packet where the mailbox state is to be

returned

Normal termination (E_OK) or error code

Pointer to the packet where the mailbox state is stored

wtskid; 0 2 Wait task ID
*pk_msg; +4 4 Start address of the message to be

received next

<Mailbox message headers

typedef struct
VP
}T MSG;

msghead; 0 4 Kernel management area

<Mailbox message header with prioritys>

typedef struct

T _MSG msgque ; 0 4 Message header
PRI msgpri; +4 2 Message priority
}T MSG_PRI;
Error Codes:
E_PAR [p] Parameter error
(1) pk_rmbx is not a 4-byte boundary address.
E_ID [pl Invalid ID number
(1) mbxid < 0
(2) mbxid > CFG_MAXMBXID
E_NOEXS [k] Undefined
(1) Mailbox specified by mbxid does not exist.
E_MACV [m] Memory access violation
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Function:
Each service call refers to the state of the mailbox specified by parameter mbxid.

Each service call returns the wait task ID (wtskid) and the start address of the message to be
received next (pk_msg) to the area indicated by pk_rmbx.

If there is no task waiting in the specified mailbox, TSK_NONE (0) is returned as wtskid.
If there is no message to be received next, NULL (0) is returned as pk_msg.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmbx, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmbx
— size = sizeof(T_RMBX)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.14 Synchronization and Communication (Mutex)

Table 6.26 Service Calls for Synchronization and Communication (Mutex)

System State”®

Service Call" Description T/N/E/D/U/L/C
cre_mtx Creates mutex T/E/D/U
acre_mtx Creates mutex and assigns mutex ID T/E/D/U
automatically

del_mtx Deletes mutex T/E/D/U
loc_mtx Locks mutex T/E/U
ploc_mtx Polls and locks mutex T/E/D/U
tloc_mtx Locks mutex with timeout function T/E/U

unl_mtx Unlocks mutex T/E/D/U
ref_mtx Refers to mutex state T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.27 Mutex Specifications

ltem Description
Mutex ID 1 to CFG_MAXMTXID (32767 max.)
Mutex attributes TA_CEILING: Ceiling priority protocol

Note: This kernel only supports the TA_CEILING attribute (ceiling priority protocol). In this kernel,
the mutex is managed by "simplified priority control rule". Under this rule, the management
which changes the task's current priority to a higher value is always done, but the
management which changes the task's priority to a lower value is done only when the task
releases all of mutexes.
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6.14.1 Create Mutex (cre_mtx, acre_mtx)

C-Language API:

ER ercd = cre_mtx(ID mtxid, T_CMTX *pk_cmtx) ;

ER_ID mtxid = acre_mtx(T_CMTX *pk_cmtx) ;

Parameters:

T CMTX *pk_cmtx Pointer to the packet where the mutex creation

<cre_mtx>

ID mtxid
Return Parameters:

<cre_mtx>

ER ercd

<acre_mtx>

ER_ID mtxid

Packet Structure:

typedef struct
ATR
PRI

}T CMTX;

Error Codes:

E_RSATR [p]
E_PAR (p]
E ID (p]
E NOID (k]
E _OBJ (k]
E _MACV [m]

information is stored

Mutex ID

Normal termination (E_OK) or error code

Created mutex ID (a positive value) or error code

{

mtxatr; 0 4 Mutex attribute

ceilpri; +4 2 Ceiling priority of mutex

Reserved attribute

(1) mtxatr is invalid.

Parameter error

(1) ceilpri < 0

(2) ceilpri > CFG_MAXTSKPRI

(3) pk_cmtx is not a 4-byte boundary address.
Invalid ID number

(1) mtxid < 0

(2) mtxid > CFG_MAXMTXID

No ID available (only for acre mtx)

Invalid object state

(1) Mutex specified by mtxid already exists.

Memory access violation
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Function:

Service call cre_mtx creates a mutex with the ID specified by mtxid using the contents specified
by pk_cmtx.

Service call acre_mtx searches for an unused mutex ID and creates a mutex for that ID with the
contents specified by pk_cmtx, and returns the ID as a return parameter. The range to search for an
unused mutex ID is from 1 to CFG_MAXMTXID.

As the mtxatr attribute, only the ceiling priority protocol (TA_CEILING) can be specified.
mtxatr:= (TA_CEILING)

e TA_CEILING (H'00000003): Ceiling priority protocol

Wait task queue is always managed on the current priority.

Parameter ceilpri specifies the ceiling priority for the mutex to be created. The range of values
which can be specified is 1 to CFG_MAXTSKPRI.

A mutex can also be created statically by the configurator.

This service call must not be issued in a non-task context, but even if it is attempted, no E_CTX
error is detected.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cmtx, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cmtx
— size = sizeof(T_CMTX)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.14.2 Delete Mutex (del_mtx)
C-Language API:

ER ercd = del mtx(ID mtxid);
Parameters:

ID mtxid Mutex ID
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number

(1) mtxid < 0

(2) mtxid > CFG_MAXMTXID
E_CTX [k] Context error

(1) Called in a non-task context
E NOEXS [k1] Undefined

(1) Mutex specified by mtxid does not exist.

Function:
Service call del_mtx deletes the mutex specified by parameter mtxid.

No error occurs even when there is a lock-waiting task for the mutex specified by mtxid; but the
WAITING state of the task is cancelled, and E_DLT is returned as an error code.

When the target mutex is locked, the lock for the task that locks the mutex is cancelled. As a
result, only when all mutexes locked by the task are unlocked, the task priority is returned to the
base priority.

The task locking the deleted mutex is not notified that the mutex has been deleted. If an attempt is
later made to release the mutex lock, an error is returned.
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6.14.3 Lock Mutex (loc_mtx, ploc_mtx, tloc_mtx)
C-Language API:
ER ercd = loc_mtx(ID mtxid);
ER ercd = ploc_mtx(ID mtxid);
ER ercd = tloc_mtx(ID mtxid, TMO tmout) ;
Parameters:
ID mtxid Mutex ID
<tloc_mtx>
TMO tmout Timeout specification
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [pl Parameter error
(1) tmout < -2
E ID [p] Invalid ID
(1) mtxid < 0
(2) mtxid > CFG_MAXMTXID
E_CTX [k] Context error
(1) Called in a non-task context
(2) Called in the dispatch-pended state in a task context
(only for loc_mtx and tloc_mtx)
E_ILUSE [k] Illegal use of service call
(1) The target mutex is already locked by the calling
task.
(2) Ceiling priority violation
(The base priority of the calling task is less than
the ceiling priority specified at mutex creation.)
E NOEXS k1] Undefined
(1) Mutex specified by mtxid does not exist.
E_RLWAI [k] The WAITING state was forcibly cancelled (only for loc_mtx
and tloc_mtx) .
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in
WAITING-disabled state.
E_TMOUT [k] Polling failed or timeout
E DLT [k] Waiting object deleted
(1) Mutex specified by mtxid was deleted.
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Function:
Each service call locks the mutex specified by parameter mtxid.

When the target mutex is not locked, the current task locks the mutex, and the service call
processing is completed. At this time, the priority of the current task is raised to the ceiling priority
of the mutex.

If the target mutex is locked, the current task is placed in a wait queue, and the current task enters
the mutex lock-wait state. The wait queue is managed in priority order.

Parameter tmout specified by service call tloc_mtx specifies the timeout period.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when the
timeout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call ploc_mtx will be
performed.

If tmout = TMO_FEVR (-1) is specified, timeout monitoring is not performed. In other words, the
same operation as for service call loc_mtx will be performed.

When a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick
cycles), the maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.
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6.14.4 Unlock Mutex (unl_mtx)
C-Language API:

ER ercd = unl_mtx(ID mtxid) ;
Parameters:

ID mtxid Mutex ID
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E ID [p] Invalid ID

(1) mtxid < 0

(2) mtxid > CFG_MAXMTXID
E_CTX [k] Context error

(1) Called in a non-task context
E_ILUSE [k] Illegal use of service call

(1) The calling task has not locked the target mutex.
E NOEXS [k1] Undefined

(1) Mutex specified by mtxid does not exist.

Function:

The lock for the mutex specified by mtxid is released. If there is a task waiting for the lock for the
specified mutex, the WAITING state for the task at the head of the mutex wait queue is released,
and the task whose WAITING state has been released is put into a state which locks the mutex. At
this time, the priority of the locking task is raised to the ceiling priority of the mutex. If there are
no tasks waiting for the mutex, the mutex is put into the unlocked state.

Through this service call, only when all the mutexes that are locked by the current task are
unlocked, the current priority of the task is returned to the base priority.
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6.14.5 Refer to Mutex State (ref_mtx)

C-Language API:
ER ercd = ref mtx(ID mtxid, T RMTX *pk rmtx);

Parameters:
ID mtxid Mutex ID
T RMTX *pk_rmtx Pointer to the area where the mutex status is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T RMTX *pk_rmtx Pointer to the packet where the mutex status is stored
Packet Structure:
typedef struct {
ID htskid; 0 2 Task ID locking a mutex
D wtskid; +2 2 ID of the task at the head of mutex
waiting queue
}T RMTX;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rmtx is not a 4-byte boundary address.
E_ID [pl] Invalid ID number

(1) mtxid < 0

(2) mtxid > CFG_MAXMTXID
E_NOEXS [k] Undefined

(1) Mutex specified by mtxid does not exist.

E_MACV [m] Memory access violation

Function:

Service call ref_mtx refers to the state of the mutex specified by mtxid. Service call ref_mtx
returns the task ID that locks the mutex (htskid) and the ID of the task placed at the head of the
mutex wait queue (wtskid) to the area indicated by pk_rmtx. If there is no task that locks the target
mutex, TSK_NONE (0) is returned to htskid. If there is no task waiting for the target mutex,
TSK_NONE (0) is returned to wtskid.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.
(1) The domain of the caller does not have a read/write access permission for pk_rmtx, which

means that an error will be returned if prb_mem is issued with the following parameters.
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— base = pk_rmtx

— size = sizeof(T_RMTX)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.15

Table 6.28 Service Calls for Extended Synchronization and Communication (Message

Extended Synchronization and Communication (Message Buffer)

Buffer)
System State”®
Service Call" Description T/N/E/D/U/L/C
cre_mbf Creates message buffer T/E/D/U
icre_mbf N/E/D/U
acre_mbf Creates message buffer and assigns message T/E/D/U
iacre mbf buffer ID automatically N/E/D/U
del_mbf Deletes message buffer T/E/D/U
snd_mbf Sends message to message buffer T/E/U
psnd_mbf Polls and sends message to message buffer T/E/D/U
ipsnd_mbf N/E/D/U
tsnd_mbf Sends message to message buffer with timeout  T/E/U
function
rcv_mbf Receives message from message buffer T/E/U
prcv_mbf Polls and receives message from message buffer T/E/D/U
trev_mbf Receives message from message buffer with T/E/U
timeout function

ref_mbf Refers to message buffer state T/E/D/U
iref_mbf N/E/D/U
Notes: 1. [S]: Standard profile service calls

[s]: Service calls that are not standard profile service calls but are needed in order to

use the standard profile function

2. T: Can be called in a task context

N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler
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Table 6.29 Message Buffer Specifications

Item Description

Message buffer ID 1 to CFG_MAXMBFID (32767 max.)

Message buffer TA_TFIFO: Task queue waiting for sending a message is managed on a
attributes FIFO basis

TA_TPRI: Task queue waiting for sending a message is managed on the
current priority
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6.15.1 Create Message Buffer (cre_mbf, icre_mbf, acre_mbf, iacre_mbf)

C-Language API:
ER ercd = cre_mbf (ID mbfid, T CMBF *pk cmbf) ;
ER ercd = icre_mbf (ID mbfid, T CMBF *pk cmbf) ;
ER_ID mbfid = acre mbf (T CMBF *pk cmbf) ;
ER_ID mbfid = iacre mbf (T _CMBF *pk cmbf) ;
Parameters:
T_CMBF *pk_cmbf Pointer to the packet where the message buffer creation
information is stored
<cre mbf, icre mbf>
ID mbfid Message buffer ID
Return Parameters:
<cre_mbf, icre mbf>
ER ercd Normal termination (E_OK) or error code
<acre_mbf, iacre mbf>
ER_ID mbfid Created message buffer ID (a positive wvalue) or error
code
Packet Structure:
typedef struct {

ATR mbfatr; 0 4 Message buffer attribute
UINT maxmsz; +4 4 Maximum message size (number of bytes)
SIZE mbfsz; +8 4 Message buffer size (number of bytes)
VP mbfmb; +12 4 Start address of message buffer
management area
}T CMBF;
Error Codes:
E_RSATR [pl Reserved attribute
(1) mbfatr is invalid.
E_PAR [p] Parameter error
(1) When mbfsz != 0, mbfsz < TSZ MBFMB(1l,maxmsz) or mbfsz >

(CFG_RESPOOLSZ - VTSZ RPLMB)

(2) maxmsz = 0

(3) pk_cmbf is not a 4-byte boundary address.
E_ID [p] Invalid ID number

(1) mbfid < 0

(2) mbfid > CFG_MAXMBFID
E_NOMEM [k] Insufficient memory

(1) Insufficient space in the resource pool

E_NOID [k] No ID available (only for acre mbf)
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E_OBJ [k] Invalid object state
(1) Message buffer specified by mbfid already exists.

E_MACV [m] Memory access violation

Function:

Service calls cre_mbf and icre_mbf create a message buffer with the ID specified by mbfid using
the contents specified by pk_cmbf.

Service calls acre_mbf and iacre_mbf search for an unused message buffer ID and create a
message buffer for that ID with the contents specified by parameter pk_cmbf. The created
message buffer ID is returned as a return parameter. The range to search for an unused message
buffer ID is 1 to CFG_MAXMBFID.

Parameter mbfatr specifies the order of the tasks in the queue waiting for sending a message to the
message buffer.

mbfatr:= (TA_TFIFO || TA_TPRI)

e TA_TFIFO (H'00000000): Task queue waiting for sending a message is managed on a FIFO
basis.

e TA_TPRI (H'00000001): Task queue waiting for sending a message is managed on the current
priority.

The message queue and the task queue waiting for receiving a message are managed on a first-in
first-out (FIFO) basis regardless of the mbfatr specification.

Parameter maxmsz specifies the maximum length of a message that can be held in a message
buffer.

Parameter mbfsz specifies the size of the message buffer to be created. The mbfsz value is
rounded up to a multiple of four during processing. The following macro is provided to estimate
the approximate size to be specified for mbfsz.

SIZE mbfsz = TSZ_MBFMB(UINT msgcnt, UINT msgsz)
Approximate size (bytes) of a message buffer area required to hold the msgent number of
msgsz-byte messages

The mbfsz value must be equal to or larger than TSZ_MBFSZ(1,maxmsz).

A message buffer of mbfsz = 0 can also be created. In this case, no message can be stored in the
message buffer, and the message-receiving task completely synchronizes with the message-
sending task. In other words, when a service call to send a message is issued, the task stays in the
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WAITING state until another task issues a service call to receive a message. Similarly, when a
task issues a service call to receive a message, the task stays in the WAITING state until another
task issues a service call to send a message.

When mbfsz != 0, the kernel allocates a message buffer area in the resource pool. For details, refer
to the following.

Reference: Section 13.2.2 (4), Message buffer

Parameter mbfmb is ignored in this kernel. To ensure the portability of programs, specify NULL
for mbfmb.

A message buffer can also be created statically by the configurator.
Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cmbf, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cmbf
— size = sizeof(T_CMBF)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.15.2 Delete Message Buffer(del_mbf)
C-Language API:
ER ercd = del_mbf (ID mbfid) ;
Parameters:
ID mbfid Message buffer ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl] Invalid ID number
(1) mbfid < 0
(2) mbfid > CFG_MAXMBFID
E_CTX [k] Context error
(1) Called in a non-task context
E NOEXS [k1] Undefined
(1) Message buffer specified by mbfid does not exist.

Function:
Service call del_mbf deletes the message buffer specified by parameter mbfid.

No error will occur even if there is a task waiting for receiving or sending a message in the
message buffer indicated by mbfid. However, in that case, the task in the WAITING state will be
released and error code E_DLT will be returned. In addition, if there is a message in the message
buffer, no error will occur, but all stored messages will be deleted.

On deletion, the message buffer area allocated in the resource pool is released.
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6.15.3 Send Message to Message Buffer (snd_mbf, psnd_mbf, ipsnd_mbf, tsnd_mbf)

C-Language API:

ER ercd = snd_mbf (ID mbfid, VP msg, UINT msgsz);

ER ercd = psnd _mbf (ID mbfid, VP msg, UINT msgsz) ;
ER ercd = ipsnd mbf (ID mbfid, VP msg, UINT msgsz) ;
ER ercd = tsnd mbf (ID mbfid, VP msg, UINT msgsz, TMO tmout) ;

Parameters:
ID mbfid
VP msg
UINT msgsz

<tsnd_mbf>

TMO tmout
Return Parameters:

ER ercd

Error Codes:

E_PAR
[p]
[k]
E_ID [p]
E_CTX [k]
E_NOEXS [k]
E_RLWAI [k]
E_TMOUT [k]
E_DLT [k]
E_MACV [m]

Message buffer ID
Start address of the message to send

Size of the message to send (number of bytes)

Timeout specification

Normal termination (E_OK) or error code

Parameter error

(1) msgsz = 0

(2) tmout < -2

(3) msg is not a 4-byte boundary address.

msgsz > (maximum message size specified at creation)
Invalid ID number

(1) mbfid < 0

(2) mbfid > CFG_MAXMBFID

Context error (only for snd mbf and tsnd mbf)

(1) Called in dispatch-pended state

Undefined

(1) Message buffer specified by mbfid does not exist.

WAITING state is forcibly cancelled (only for snd mbf and

tsnd_mbf)

(1) rel _wai service call was issued in the WAITING state.

(2) An attempt was made to shift to WAITING state in
WAITING-disabled state.

Polling failed or timeout

Waiting object deleted

(1) Message buffer specified by mbfid was deleted.

Memory access violation
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Function:

Each service call sends a message specified by msg to the message buffer specified by mbfid. The
message size is specified by parameter msgsz.

If there is a task waiting to receive a message from the specified message buffer, the message sent
by the service call is not placed in the message buffer. Instead, the message is passed to the task at
the head of the receive-waiting queue, releasing the task from the WAITING state.

If there are already tasks waiting to send a message to the message buffer, the task that issued
service call snd_mbf or tsnd_mbf is placed in the queue to wait for free space in the message
buffer (send-waiting queue). With service calls psnd_mbf and ipsnd_mbf, error code E_TMOUT
is immediately returned. The wait queue is managed according to the attribute specified at
creation.

If there are no tasks waiting to send or receive a message, the message sent from a task is stored in
the message buffer. After that, the size of the free space in the message buffer will decrease by
VTSZ_MBFMSGMB (msgsz) bytes. If the free space in the message buffer is less than this size
(including when the buffer size is 0), the task that issued the service call is placed in the send-
waiting queue.

ipsnd_mbf can also be issued in a non-task context. Since the priority of a non-task context is
higher than that of a task when the target message buffer has TA_TPRI attribute, the specified
message is copied to the buffer when the buffer has enough free space for the required size, even if
there exists a task that has been waiting to send a message.

In service call tsnd_mbf, parameter tmout specifies the timeout period. If a positive value is
specified for parameter tmout, error code E_TMOUT is returned when the tmout period has
passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call psnd_mbf will be
performed. If tmout = TMO_FEVR (-1) is specified, the same operation as for service call
snd_mbf will be performed. In other words, timeout monitoring is not performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for msg, which means that an
error will be returned if prb_mem is issued with the following parameters.
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— base = msg

— size = msgsz

— domid = Domain of the caller
— pmmode = TPM_READ
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6.154 Receive Message from Message Buffer (rcv_mbf, prcv_mbf, trcv_mbf)

C-Language API:

ER_UINT msgsz =

ER_UINT msgsz =
ER_UINT msgsz =

Parameters:
ID mbfid
VP msg

<trcv_mbf>

TMO tmout

Return Parameters:

ER_UINT msgsz

VP msg

Error Codes:
E_PAR

E CTX

E NOEXS

E RLWAI

E_TMOUT

E DLT

E _MACV

Function:

rcv_mbf (ID mbfid, VP msg);
prcv_mbf (ID mbfid, VP msg);
trcv_mbf (ID mbfid, VP msg, TMO tmout) ;

Message buffer ID
Start address of the area where the received message is

to be returned

Timeout specification

Size of the received message (number of bytes, a
positive value) or error code
Start address of the area where the received message is

stored

Parameter error

(1) tmout < -2

(2) msg is not a 4-byte boundary address.

Invalid ID number

(1) mbfid < 0

(2) mbfid > CFG_MAXMBFID

Context error

(1) Called in dispatch-pended state

Undefined

(1) Message buffer specified by mbfid does not exist.
WAITING state is forcibly cancelled (only for rcv_mbf and
trcv_mbf)

(1) rel _wai service call was issued in the WAITING state.
Polling failed or timeout

Waiting object deleted

(1) Message buffer specified by mbfid was deleted.

Memory access violation

Each service call receives a message from the message buffer specified by parameter mbfid and
stores the received message in the area specified by msg. The received message size is returned as
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the return parameter. Through parameter msg, a free area that can hold the maximum message size
(maxmsz) specified at message buffer creation must be specified.

If there are already messages in the message buffer, the task receives the message of the head of
the queue (the oldest message). After the message has been received, the size of the free space in
the message buffer will increase by VISZ_MBFMSGMB(msgsz) bytes.

If, as a result, the free space in the message buffer becomes larger than the size of the message to
be sent by the task at the head of the send-waiting queue, the message is stored in the message
buffer and the task is released from the WAITING state. The same process will be done for the
remaining tasks in the order of the wait queue if the remaining message buffer size still has
enough contiguous free space.

If there are no messages in the message buffer and there are tasks waiting to send a message, the
message of the task at the head of the wait queue is received. As a result, the sending task is
released from the WAITING state.

If there are no messages in the message buffer and there are no tasks in the queue to send a
message, the task that issued service call rcv_mbf or trcv_mbf is placed in the wait queue to
receive a message (receive-waiting queue). With service call prcv_mbf, error code E_TMOUT is
immediately returned. The wait queue is managed on a FIFO basis.

In service call trcv_mbf, parameter tmout specifies the timeout period. If a positive value is
specified for parameter tmout, error code E_TMOUT is returned when the tmout period has
passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call prcv_mbf will be
performed. If tmout = TMO_FEVR (1) is specified, timeout monitoring is not performed. In
other words, the same operation as for service call rcv_mbf will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for msg, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = msg
— size = Maximum message size specified at creation
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.15.5 Refer to Message Buffer State (ref_mbf, iref_mbf)
C-Language API:

ER ercd = ref mbf (ID mbfid, T RMBF *pk rmbf) ;

ER ercd = iref mbf (ID mbfid, T RMBF *pk rmbf);

Parameters:
ID mbfid Message buffer ID
T_RMBF *pk_rmbf Pointer to the packet where the message buffer state is

to be returned

Return Parameters:

ER ercd Normal termination (E_OK) or error code
T RMBF *pk_rmbf Pointer to the packet where the message buffer state is
stored

Packet Structure:
typedef struct {
D stskid; 0 2 ID of the task at the head of the
queue waiting to send a message
1D rtskid; +2 2 ID of the task at the head of the

queue waiting to receive a message

UINT smsgcnt ; +4 4 Number of messages in message buffer
SIZE fmbfsz; +8 4 Size of free buffer (number of bytes)
}T RMBF;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rmbf is not a 4-byte boundary address.
E_ID [pl] Invalid ID number
(1) mbfid < 0
(2) mbfid > CFG_MAXMBFID
E_NOEXS [k] Undefined
(1) Message buffer specified by mbfid does not exist.

E_MACV [m] Memory access violation

Function:

Each service call refers to the state of the message buffer specified by parameter mbfid and returns
the ID of the task waiting to send a message (stskid), task waiting to receive a message (rtskid),
the number of the messages stored in the message buffer (smsgcent), and the available free buffer
size (fmbfsz) to the area indicated by pk_rmbf.
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If no task is waiting to receive or send a message in the target message buffer, TSK_NONE (0) is

returned as wtskid.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmbf, which

means that an error will be returned if prb_mem is issued with the following parameters.

— base = pk_rmbf

— size = sizeof(T_RMBF)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.16 Memory Pool Management (Fixed-Size Memory Pool)

Table 6.30 Service Calls for Memory Pool Management (Fixed-Size Memory Pool)
System State”

Service Call" Description T/N/E/D/U/L/C
cre_mpf [s] Creates fixed-size memory pool T/E/D/U
icre_mpf N/E/D/U
icra_mpf Creates fixed-size memory pool and specifies access See note 3 below
permission vectors
acre_mpf Creates fixed-size memory pool and assigns fixed-size T/E/D/U
iacre_mpf memory pool ID automatically N/E/D/U
del_mpf Deletes fixed-size memory pool T/E/D/U
get_mpf [S] Acquires fixed-size memory block T/E/U
pget_mpf [S] Polls and acquires fixed-size memory block T/E/D/U
ipget._mpf N/E/D/U
tget_mpf [S] Acquires fixed-size memory block with timeout function T/E/U
rel_mpf [S] Returns fixed-size memory block T/E/D/U
irel_mpf N/E/D/U
ref_mpf Refers to fixed-size memory pool state T/E/D/U
iref_mpf N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

3. icra_mpf is dedicated to use in the initial definition routines created by the configurator.
If it is used outside the initial definition routines, correct operation is not guaranteed.

242
RENESAS



Table 6.31 Fixed-Size Memory Pool Specifications

Item Description

Fixed-size memory pool ID 1 to CFG_MAXMPFID (32767 max.)

Fixed-size memory pool TA_TFIFO: Wait task queue is managed on a FIFO basis
attributes TA_TPRI: Wait task queue is managed on the current priority
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6.16.1 Create Fixed-Size Memory Pool (cre_mpf, icre_mpf, acre_mpf, iacre_mpf)

C-Language API:

ER ercd = cre_mpf (ID mpfid, T CMPF *pk cmpf) ;

ER ercd = icre_mpf (ID mpfid, T CMPF *pk cmpf) ;

ER_ID mpfid = acre mpf (T _CMPF *pk cmpf) ;
ER_ID mpfid = iacre mpf (T _CMPF *pk cmpf) ;

Parameters:

T_CMPF *pk_cmpf

Pointer to the packet where the fixed-size memory pool

creation information is stored

<cre mpf, icre mpf>

ID mpfid
Return Parameters:

Fixed-size memory pool ID

<cre_mpf, icre mpf>

ER ercd

Normal termination

<acre_mpf, iacre mpf>

ER_ID mpfid

Packet Structure:
typedef struct

ATR
UINT
UINT
VP
VP
}T_CMPF;
Error Codes:
E_RSATR [p]
E_PAR [p]
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Created fixed-size

error code

{

mpfatr;
blkent;
blksz;

mpf;

mpfmb;

Reserved attribute

(1) mpfatr is invalid.

+4
+8

+12

+16

Parameter error

(1) blkent =
(2) blksz = 0
(3
(4
(5

0

(E_OK) or error code

memory pool ID (a positive value) or

Fixed-size memory pool attribute
Number of blocks in memory pool
Block size of fixed-size memory pool
(number of bytes)

Start address of the fixed-size
memory pool area

Start address of the fixed-size

memory pool management area

) mpf = NULL and TSZ MPF (blkcnt, blksz) > CFG_SYSPOOLSZ
) pk_cmpf is not a 4-byte boundary address.
) mpf != NULL and mpf is not a 4-byte boundary address.
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E_ID [pl Invalid ID number
(1) mpfid £ 0
(2) mpfid > CFG_MAXMPFID
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the system pool

(2) Insufficient space in the resource pool

E_NOID [k] No ID available (only for acre mpf)
E_OBJ [k] Invalid object state
(1) Fixed-size memory pool specified by mpfid already exists.
E_MACV [m] Memory access violation
Function:

Service calls cre_mpf and icre_mpf create a fixed-size memory pool with the ID specified by
mpfid using the contents specified by pk_cmpf.

Service calls acre_mpf and iacre_mpf search for an unused fixed-size memory pool ID, create a
fixed-size memory pool for that ID with the contents specified by parameter pk_cmpf, and return
the ID as a return parameter. The range to search for an undefined fixed-size memory pool ID is 1
to CFG_MAXMPFID.

Parameter mpfatr specifies the order of the tasks in the queue waiting to acquire a memory block.
mpfatr:= (TA_TFIFO || TA_TPRI)

e TA_TFIFO (H'00000000): Task queue waiting to acquire a memory block is managed on a
FIFO basis

e TA_TPRI (H'00000001): Task queue waiting to acquire a memory block is managed by the
current priority

Parameter blkent specifies the total number of memory blocks in the memory pool to be created.

The size of the memory block is specified by blksz. blksz is rounded up to a multiple of four
during processing.

Parameter mpf specifies the start address of a free area to be used as a fixed-size memory pool.
The kernel allocates a TSZ_MPF(blkcent, blksz)-byte area starting from address mpf as a fixed-size
memory pool. Note that the kernel does not check which domain can access the specified area. For
example, if an address in the P1 or P2 area is specified for a fixed-size memory pool area, the area
cannot be accessed from a user domain, but the kernel does not detect it.
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When the memory object protection function is selected:

An area that can be read or written to from the kernel domain must be specified as a fixed-size
memory pool area. If this rule is violated, an E_MACYV error will be returned.

When NULL is specified for mpf, the kernel allocates a TSZ_MPF(blkcent, blksz)-byte memory
pool area in the system pool. At this time, the kernel consumes an area in the resource pool to
manage the allocated memory pool area. For details, refer to the following.

Reference: Resource pool consumption — Section 13.2.2 (5), Fixed-size memory pool
System pool consumption — Section 14.2 (2), When fixed-size memory pool is
created

When the memory object protection function is selected:

The memory pool area allocated in the system pool by the kernel is a memory object having the
following attributes.

(1) Size: TSZ_MPF(blkent, blksz) is rounded up to a multiple of CFG_PAGESZ.
However, note that only the bytes calculated by TSZ_MPF(blkent, blksz) can be used for a
memory pool. As shown in the following figure, since the unusable area is included in the
memory object where a fixed-size memory pool area is allocated, the unusable area has the
same access permission as the memory pool area, but the unusable area is not handled as a
memory pool.

Memory object

Fixed-size memory pool 0 0

area TSZ_MPF(blkent, blksz) Size obtained by rounding up
| TSZ_MPF(blkent, blksz) to a
J multiple of CFG_PAGESZ

Unusable area |

A

(2) Domain: When the service call is issued in a task context, the domain of the issuing task is
assigned to the memory pool, which is the same as the domain ID that can be obtained by
calling get_did. When the service call is issued in a non-task context, the kernel domain is
assigned.
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(3) Memory attribute: TA_RW|TA_CACHE|TA_WBACK
(4) Access permission vector: An appropriate vector is specified so that only the assigned domain
can read or write to the memory pool as follows.
For the kernel domain: TACT_KERNEL
For a user domain: TACT_PRW (domid)
(domid is the ID of the domain where the target memory pool is assigned)

Pointer mpfmb is ignored in this kernel. To ensure the portability of programs, specify NULL for
mpfmb.

Regardless of whether NULL is specified for mpf, the kernel consumes an area in the resource
pool to manage the memory blocks in the created fixed-size memory pool. For details, refer to the
following.

Reference: Resource pool consumption — Section 13.2.2 (5), Fixed-size memory pool
Fixed-size memory pools can also be created statically by the configurator.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_cmpf, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cmpf
— size = sizeof(T_CMPF)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) When pk_cmpf->mpf != NULL, the kernel does not have a read/write access permission for
the TSZ_MPF(blkent, blksz) byte area starting from address mpf, which means that an error
will be returned if prb_mem is issued with the following parameters.
— base = pk_cmpf->mpf
— size = TSZ_MPF(blkcent, blksz)
— domid = Kernel domain
— pmmode = TPM_READ|TPM_WRITE
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6.16.2 Create Fixed-Size Memory Pool and Specify Access Permission Vectors (icra_mpf)

C-Language API:
ER ercd = icra_mpf (ID mpfid, T CMPF *pk cmpf, ACVCT *p_acvct);

Parameters:
ID mpfid Fixed-size memory pool ID
T_CMPF *pk_cmpf Pointer to the packet where the fixed-size memory pool
creation information is stored
ACVCT p_acvct Pointer to the packet where the access permission

vectors are stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR mpfatr; 0 4 Fixed-size memory pool attribute
UINT blkent; +4 4 Number of blocks in memory pool
UINT blksz; +8 4 Block size of fixed-size memory pool

(number of bytes)
VP mpf; +12 4 Start address of the fixed-size

memory pool area

VP mpfmb; +16 4 Start address of the fixed-size
memory pool management area
}T_CMPF;
typedef struct {
ACPTN acptnl; 0 4 Write access permission pattern
ACPTN acptn2; +4 4 Read access permission pattern
}ACVCT;
Error Codes:
E_PAR [p] Parameter error

(1) TSZ_MPF (blkcnt, blksz) > CFG_SYSPOOLSZ)
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the system pool

(2) Insufficient space in the resource pool

Function:

Service call icra_mpf creates a fixed-size memory pool with the ID specified by mpfid using the
contents specified by pk_cmpf and p_acvct.
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This service call must not be issued in any application. This service call is issued only in the initial
definition routines created by the configurator when the memory object protection function is
selected and creation of fixed-size memory pools is specified through the configurator. This
service call is implemented only for this purpose, and most error detection functions are omitted.

This service call differs from cre_mpf in the following points.

(1) Only NULL can be specified for pk_cmpf->mpf, that is, a memory pool area is always
allocated in the system pool. No specific address can be specified for a memory pool area.

(2) Through parameter p_acvct, access permission vectors can be specified for the memory pool
area created as a memory object. However, when the memory protection function is not
selected, p_acvct is ignored.

(3) The E_MACY error is never detected.
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6.16.3 Delete Fixed-Size Memory Pool (del_mpf)
C-Language API:
ER ercd = del_mpf (ID mpfid) ;
Parameters:
ID mpfid Fixed-size memory pool ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) mpfid £ 0
(2) mpfid > CFG_MAXMPFID
E_CTX k] Context error
(1) Called in a non-task context.
E NOEXS [k] Undefined

(1) Fixed-size memory pool specified by mpfid does not exist.

Function:
Service call del_mpf deletes the fixed-size memory pool specified by mpfid.

No error will occur even if there is a task waiting to acquire a memory block in the fixed-size
memory pool area indicated by mpfid. However, in that case, the task in the WAITING state will
be released and error code E_DLT will be returned.

On deletion, the memory pool area allocated in the system pool and the management area
allocated in the resource pool are released.

The kernel will not perform any processing and delete the memory pool even when a block in the
memory pool has not been released yet.
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6.16.4 Get Fixed-Size Memory Block (get_mpf, pget_mpf, ipget_mpf, tget_mpf)

C-Language API:

ER ercd = get_mpf (ID mpfid, VP *p blk);

ER ercd = pget_mpf (ID mpfid, VP *p blk);

ER ercd = ipget mpf (ID mpfid, VP *p blk);

ER ercd = tget _mpf (ID mpfid, VP *p blk, TMO tmout) ;

Parameters:
ID mpfid
VP *p blk
<tget_mpf>
TMO tmout

Return Parameters:
ER ercd
VP *p blk

Error Codes:

E_PAR [p]
E ID [p]
E CTX (k]
E NOEXS [k]
E RLWAI [k]
E_TMOUT [k]
E DLT [k]
E_MACV [m]

Fixed-size memory pool ID
Pointer to the area where the start address of the

memory block is to be returned
Timeout specification

Normal termination (E_OK) or error code
Pointer to the area where the start address of the

memory block is stored

Parameter error

(1) tmout < -2

(2) p_blk is not a 4-byte boundary address.

Invalid ID number

(1) mpfid £ 0

(2) mpfid > CFG_MAXMPFID

Context error (only for get mpf and tget mpf)

(1) Called in dispatch-pended state

Undefined

(1) Fixed-size memory pool specified by mpfid does not exist.

WAITING state was forcibly cancelled (only for get mpf and

tget_mpf) .

(1) rel wai service call was issued in the WAITING state

(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.

Polling failed or timeout

Waiting object deleted

(1) Fixed-size memory pool specified by mpfid was deleted.

Memory access violation
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Function:

Each service call gets one memory block from the fixed-size memory pool specified by mpfid, and
returns the start address of the acquired memory block to the area specified by p_blk.

If there are tasks already waiting for a memory block or if no task is waiting but there is no
memory block available in the fixed-size memory pool, the task issued service call get_mpf or
tget_mpf is placed in the memory acquiring wait queue, and the task that issued service call
pget_mpf or ipget_mpf immediately returns error code E_TMOUT. The queue is managed
according to the attribute specified at creation.

Parameter tmout of service call tget_mpf specifies the timeout period. If a positive value is
specified for parameter tmout, error code E_TMOUT is returned when the tmout period has
passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call pget_mpf will be
performed. If tmout = TMO_FEVR (-1) is specified, timeout monitoring is not performed. In
other words, the same operation as for service call get_mpf will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_blk, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = p_blk
— size = sizeof(VP)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.16.5 Release Fixed-Size Memory Block (rel_mpf, irel_mpf)
C-Language API:

ER ercd = rel mpf (ID mpfid, VP blk);

ER ercd = irel mpf (ID mpfid, VP blk);

Parameters:
ID mpfid Fixed-size memory pool ID
VP blk Start address of memory block

Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error
[p] (1) blk is not a 4-byte boundary address.
[k] (2) A value other than the start address of a memory block or

released blk was specified.
E_ID [pl Invalid ID number
(1) mpfid £ 0
(2) mpfid > CFG_MAXMPFID
E_NOEXS [k] Undefined

(1) Fixed-size memory pool specified by mpfid does not exist.

Function:

Each service call returns the memory block specified by blk to the fixed-size memory pool
indicated by mpfid.

The start address of a memory block acquired by service call get_mpf, pget_mpf, ipget_mpf, or
tget_mpf must be specified for parameter blk.

If there are tasks waiting to get a memory block in the target fixed-size memory pool, the memory
block returned by this service call is passed to the task at the head of the wait queue, releasing it
from the WAITING state.
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6.16.6 Refer to Fixed-Size Memory Pool State (ref_mpf, iref_mpf)

C-Language API:
ER ercd = ref mpf (ID mpfid, T RMPF *pk rmpf) ;
ER ercd = iref mpf (ID mpfid, T RMPF *pk rmpf) ;

Parameters:
ID mpfid Fixed-size memory pool ID
T_RMPF *pk_rmpf Pointer to the packet where the fixed-size memory pool

state is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T_RMPF *pk_rmpf Pointer to the packet where the fixed-size memory pool
state is stored
Packet Structure:
typedef struct {

D wtskid; 0 2 Wait task ID
UINT fblkent; +4 4 Number of blocks of memory space
available
}T RMPF;
Error Codes:
E_PAR [pl Parameter error

(1) pk_rmpf is not a 4-byte boundary address.
E_ID [p] Invalid ID number
(1) mpfid < 0
(2) mpfid > CFG_MAXMPFID
E NOEXS [k1] Undefined
(1) Fixed-size memory pool specified by mpfid does not
exist.

E_MACV [m] Memory access violation

Function:
Each service call refers to the state of the fixed-size memory pool specified by mpfid.

Each service call returns the wait task ID (wtskid) and the number of blocks of memory space
available (fblkent) to the area indicated by pk_rmpf.

If there is no task waiting for the specified memory pool, TSK_NONE (0) is returned as wtskid.
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Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmpf, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmpf
— size = sizeof(T_RMPF)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.17

Memory Pool Management (Variable-Size Memory Pool)

Table 6.32 Service Calls for Memory Pool Management (Variable-Size Memory Pool)

System State”®

Service Call" Description T/N/E/D/U/L/C
cre_mpl Creates variable-size memory pool T/E/D/U

icre_mpl N/E/D/U
ivera_mpl Creates variable-size memory pool and specifies See note 3 below

access permission vectors

acre_mpl Creates variable-size memory pool and assigns ~ T/E/D/U
iacre_mpl variable-size memory pool ID automatically N/E/D/U
del_mpl Deletes variable-size memory pool T/E/D/U
get_mpl Acquires variable-size memory block T/E/U
pget_mpl Polls and acquires variable-size memory block T/E/D/U
ipget_mpl N/E/D/U
tget_mpl Acquires variable-size memory block with timeout T/E/U
function

rel_mpl Returns variable-size memory block T/E/D/U
irel_mpl N/E/D/U
ref_mpl Refers to variable-size memory pool state T/E/D/U
iref_mpl N/E/D/U
Notes: 1. [S]: Standard profile service calls

[s]: Service calls that are not standard profile service calls but are needed in order to

use the standard profile function

2. T: Can be called in a task context

3.
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N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler

ivcra_mpl is dedicated to use in the initial definition routines created by the configurator.
If it is used outside the initial definition routines, correct operation is not guaranteed.
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Table 6.33 Variable-Size Memory Pool Specifications

Item Description

Variable-size memory pool ID 1 to CFG_MAXMPLID (32767 max.)

Variable-size memory pool TA_TFIFO: Wait task queue is managed on a FIFO basis
attributes VTA_UNFRAGMENT: Sector management (reducing

fragmentation in free space)
VTA_ALIGN16: Memory block addresses are adjusted to 16-
byte boundaries.

VTA_ALIGN32: Memory block addresses are adjusted to 32-
byte boundaries.

Also refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation
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6.17.1 Create Variable-Size Memory Pool (cre_mpl, icre_mpl, acre_mpl, iacre_mpl)

C-Language API:

ER ercd =
ER ercd =

cre_mpl (ID mplid, T CMPL *pk cmpl) ;
icre mpl (ID mplid, T _CMPL *pk cmpl) ;

ER_ID mplid = acre mpl (T CMPL *pk cmpl) ;

ER_ID mplid = iacre mpl (T _CMPL *pk cmpl) ;

Parameters:
T_CMPL

<cre_mpl,

ID

*pk_cmpl Pointer to the packet where the variable-size memory

pool creation information is stored

icre _mpls>

mplid Variable-size memory pool ID

Return Parameters:

<cre_mpl,
ER
<acre_mpl,

ER_ID

icre_mpl>

ercd Normal termination (E_OK) or error code

iacre mpls>

mplid Created variable-size memory pool ID

or error code

Packet Structure:

typedef

}T CMPL;
Error Codes:
E_RSATR
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ATR mplatr; 0 4 Variable-size memory pool attribute

VP mpl; +8 4 Start address of the variable-size
memory pool area
VP mplmb; +12 4 Start address of management area for

variable-size memory pool

struct {

SIZE mplsz; +4 4 Size of memory pool
bytes)

UINT minblksz; +16 4 Minimum block size

UINT sctnum; +20 4 Maximum number of sectors

[p] Reserved attribute

(1) mplatr is invalid.
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E_PAR

E ID

E_NOMEM

E_NOID
E _OBJ

E MACV

Function:

[p]

[p]

[m]

Parameter error

1) pk cmpl is not a 4-byte boundary address.

2) mplsz < TSZ MPL(1,4)

3) mpl = NULL and mplsz > CFG_SYSPOOLSZ

(4) mpl != NULL and mpl is not a 4-byte boundary address.

5) When attribute VTA UNFRAGMENT is specified, minblksz is 0.

6) When attributes VTA UNFRAGMENT and VTA ALIGN16 are

specified, minblksz is not a multiple of 16.

(7) When attributes VTA UNFRAGMENT and VTA ALIGN32 are
specified, minblksz is not a multiple of 32.

(8) When attribute VTA UNFRAGMENT is specified and neither
attribute VTA ALIGN16 nor VTA ALIGN32 is specified,
minblksz is not a multiple of 4.

(9) When attribute VTA UNFRAGMENT is specified, sctnum = 0.

(10) When attribute VTA UNFRAGMENT is specified, mplsz <
minblksz * 32.

Invalid ID number

(1) mplid < 0

(2) mplid > CFG_MAXMPFID

Insufficient memory

(1) Insufficient space in the system pool

(2) Insufficient space in the resource pool

No ID available (only for acre mpl)

Invalid object state

(1) Variable-size memory pool specified by mplid already
exists.

Memory access violation

Service calls cre_mpl and icre_mpl create a variable-size memory pool with the ID specified by
mplid using the contents specified by pk_cmpl.

Service calls acre_mpl and iacre_mpl search for an unused variable-size memory pool ID, create a
variable-size memory pool for that ID with the contents specified by parameter pk_cmpl, then
return the ID as a return parameter. The range to search for the variable-size memory pool ID is 1

to CFG_MAXMPFID.

(1) mplatr

Specify the logical OR of the following values for mplatr.
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(a) Order of tasks in the queue for waiting for memory block acquisition
Only TA_TFIFO can be specified.
— TA_TFIFO (H'00000000): Task queue waiting for memory is managed on a FIFO basis.

(b) Management method

VTA_UNFRAGMENT can be specified.

— VTA_UNFRAGMENT (H'80000000): Sector management (reducing fragmentation in free
space)

The VTA_UNFRAGMENT attribute is suitable for a memory pool from which a large number

of small memory blocks are to be acquired. When this attribute is specified, small blocks are

collectively allocated in specialized contiguous areas to leave larger possible contiguous areas.

Only when attribute VTA_UNFRAGMENT is specified, minblksz and sctnum become valid.

When sctnum is set to a larger value than mplsz / (minblksz x 32), mplsz / (minblksz x 32) is

assumed.

For details, refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation

When attribute VTA_UNFRAGMENT is specified, the kernel consumes an area in the
resource pool to manage the sectors. For details, refer to the following.

Reference: Resource pool consumption — Section 13.2.2 (6), Variable-size memory pool

(c) Alignment of memory block addresses

For alignment of the addresses of memory blocks to be acquired from a memory pool, any one

of the following attributes can be specified when necessary.

— VTA_ALIGN16 (H'00000010): Memory block addresses are adjusted to 16-byte
boundaries.

— VTA_ALIGN32 (H'00000020): Memory block addresses are adjusted to 32-byte
boundaries.

When neither one of them is specified, memory block addresses are adjusted to 4-byte

boundaries.

(2) mplsz
Parameter mplsz specifies the size of the variable-size memory pool to be created. The following
macro is provided to estimate the approximate size to be specified for mplsz.

SIZE mplsz = TSZ_MPL(UINT blkent, UINT blksz)
Approximate size (bytes) of a variable-size memory pool area required to hold the
blkent number of blksz-byte memory blocks
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Note that mplsz is rounded up to a multiple of four during processing. In the following
description, mplsz indicates a multiple of four after being rounded up.

(3) mpl

Parameter mpl specifies the start address of a free area to be used as a variable-size memory pool.
The kernel allocates an mplsz-byte area starting from address mpl as a fixed-size memory pool.
When attribute VTA_ALIGN16 or VTA_ALIGN32 is specified, the actual memory pool area to
be used starts from an address obtained by adjusting address mpl to a 16-byte or 32-byte
boundary, which means that the usable memory pool size decreases for the adjusted size.

Note that the kernel does not check which domain can access the specified area. For example, if an
address in the P1 or P2 area is specified for a variable-size memory pool area, the area cannot be
accessed from a user domain, but the kernel does not detect it.

When the memory object protection function is selected:

An area that can be read or written to from the kernel domain must be specified as a variable-size
memory pool area. If this rule is violated, an E_MACYV error will be returned.

When NULL is specified for mpl, the kernel allocates an mplsz-byte memory pool area in the
system pool. At this time, the kernel consumes an area in the resource pool to manage the
allocated memory pool area. For details, refer to the following.

Reference: Resource pool consumption — Section 13.2.2(6), Variable-size memory pool
System pool consumption — Section 14.2 (3), When variable-size memory pool is
created

When the memory object protection function is selected:

The memory pool area allocated in the system pool by the kernel is a memory object having the
following attributes.

(1) Size: mplsz is rounded up to a multiple of CFG_PAGESZ.

However, note that only the mplsz bytes can be used for a memory pool. As shown in the
following figure, since the unusable area is included in the memory object where a variable-
size memory pool area is allocated, the unusable area has the same access permission as the
memory pool area, but the unusable area is not handled as a memory pool.
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Memory object

Variable-size memory 0 0
pool area mplsz Size obtained by rounding up mplsz to a
| multiple of CFG_PAGESZ

Unusable area \

(2) Domain: When the service call is issued in a task context, the domain of the issuing task is
assigned to the memory pool, which is the same as the domain ID that can be obtained by
calling get_did. When the service call is issued in a non-task context, the kernel domain is
assigned.

(3) Memory attribute: TA_RW|TA_CACHE| TA_WBACK

(4) Access permission vector: An appropriate vector is specified so that only the assigned domain
can read or write to the memory pool as follows.

For the kernel domain: TACT_KERNEL
For a user domain: TACT_PRW (domid)

(domid is the ID of the domain where the target memory pool is assigned)

(4) minblksz and sctnum

These are parameters not defined in the pITRON specification.

These parameters are valid only when attribute VTA_UNFRAGMENT is specified. For details,
refer to the above description of attribute VTA_UNFRAGMENT.

(5) mplmb
mplmb is a parameter not defined in the uITRON specification.

Parameter mplmb is ignored in this kernel. To ensure the portability of programs, specify NULL
for mplmb.

Variable-size memory pools can also be created statically by the configurator.

Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_cmpl, which means

that an error will be returned if prb_mem is issued with the following parameters.
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— base = pk_cmpl
— size = sizeof(T_CMPL)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) When pk_cmpl->mpl != NULL, the kernel does not have a read/write access permission for
the mplsz-byte area starting from address mpl, which means that an error will be returned if
prb_mem is issued with the following parameters.
— base = pk_cmpl->mpl
— size = pk_cmpl->mplsz
— domid = Kernel domain
— pmmode = TPM_READ|TPM_WRITE
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6.17.2 Create Variable-Size Memory Pool and Specify Access Permission Vectors
(ivera_mpl)
C-Language API:
ER ercd = ivcra_mpl (ID mplid, T CMPL *pk cmpl, ACVCT *p acvct);

Parameters:
ID mplid Variable-size memory pool ID
T_CMPL *pk_cmpl Pointer to the packet where the variable-size memory
pool creation information is stored
ACVCT *p_acvct Pointer to the packet where the access permission

vectors are stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR mplatr; 0 4 Variable-size memory pool attribute

SIZE mplsz; +4 4 Size of memory pool (number of
bytes)

VP mpl; +8 4 Start address of the variable-size

memory pool area
VP mplmb; +12 2 Start address of management area for

variable-size memory pool

UINT minblksz; +16 4 Minimum block size
UINT sctnum; +20 4 Maximum number of sectors
}T CMPL;
typedef struct {
ACPTN acptnl; 0 4 Write access permission pattern
ACPTN acptn2; +4 4 Read access permission pattern

}ACVCT;
Error Codes:
E_PAR [p] Parameter error
(1) mplsz > CFG_SYSPOOLSZ
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the system pool

(2) Insufficient space in the resource pool

Function:
Service call ivera_mpl creates a variable-size memory pool with the ID specified by mplid using

the contents specified by pk_cmpl and p_acvct.
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This service call must not be issued in any application. This service call is issued only in the initial
definition routines created by the configurator when the memory object protection function is
selected and creation of variable-size memory pools is specified through the configurator. This
service call is implemented only for this purpose, and most error detection functions are omitted.

This service call differs from cre_mpl in the following points.

(1) Only NULL can be specified for pk_cmpl->mpl, that is, a memory pool area is always
allocated in the system pool. No specific address can be specified for a memory pool area.

(2) Through parameter p_acvct, access permission vectors can be specified for the memory pool
area created as a memory object. However, when the memory protection function is not
selected, p_acvct is ignored.

(3) The E_MACY error is never detected.
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6.17.3 Delete Variable-Size Memory Pool (del_mpl)
C-Language API:
ER ercd = del mpl (ID mplid);
Parameters:
ID mplid Variable-size memory pool ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl] Invalid ID number
(1) mplid £ 0
(2) mplid > CFG_MAXMPFID
E_CTX [k] Context error
(1) Called in a non-task context
E NOEXS [k1] Undefined
(1) Variable-size memory pool specified by mplid does not

exist.

Function:
Service call del_mpl deletes the variable-size memory pool specified by mplid.

No error will occur even if there is a task waiting to acquire a memory block in the variable-size
memory pool area. However, in that case, the task in the WAITING state will be released and
error code E_DLT will be returned.

On deletion, the memory pool area allocated in the system pool and the management area
allocated in the resource pool are released.

The kernel will not perform any processing and delete the memory pool even when a block in the
memory pool has not been released yet.
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6.17.4 Get Variable-Size Memory Block (get_mpl, pget_mpl, ipget_mpl, tget_mpl)
C-Language API:

ER ercd = get_mpl (ID mplid, UINT blksz, VP *p blk);

ER ercd = pget_mpl (ID mplid, UINT blksz, VP *p blk);

ER ercd = ipget mpl (ID mplid, UINT blksz, VP *p blk);

ER ercd = tget _mpl (ID mplid, UINT blksz, VP *p blk);

Parameters:
ID mplid Variable-size memory pool ID
UINT blksz Memory block size (number of bytes)
VP *p_blk Pointer to the area where the start address of the
memory block is to be returned
<tget_mpl>
TMO tmout Timeout specification

Return Parameters:
ER ercd Normal termination (E_OK) or error code
VP *p_blk Pointer to the area where the start address of the
memory block is stored
Error Codes:
E_PAR Parameter error
[p] (1) tmout £ -2
(2) blksz = 0
(3) p_blk is not a 4-byte boundary address.
[k] blksz > (memory pool size specified at creation)
E_ID [p] Invalid ID number
(1) mplid < 0
(2) mplid > CFG_MAXMPFID
E_CTX [k] Context error (only for get mpl and tget mpl)
(1) Called in dispatch-pended state
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the resource pool
E_NOEXS [k1] Undefined
(1) Variable-size memory pool specified by mplid does not
exist.
E_RLWAI [k] WAITING state was forcibly cancelled (only for get mpl and
tget_mpl)
(1) rel _wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in
WAITING-disabled state.
E_TMOUT [k] Polling failed or timeout
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E DLT [k] Waiting object deleted
(1) The memory pool specified by mplid was deleted.

E_MACV [m] Memory access violation

Function:

Each service call acquires a memory block with the size specified by blksz (number of bytes) from
the variable-size memory pool indicated by mplid, and returns the start address of the acquired
memory block to the area indicated by p_blk.

blksz is rounded up during processing as shown in table 6.34.

Table 6.34 Rounding up blksz

VTA_ALIGN16 VTA_ALIGN32 VTA_UNFRAGMENT Rounding up blksz

Not specified

Not specified

Not specified

Rounded up to a multiple of 4

Specified

Not specified

Not specified

Rounded up to a multiple of 16

Not specified

Specified

Not specified

Rounded up to a multiple of 32

Not specified

Not specified

Specified

(1) When blksz < (minblksz x 8):
Rounded up to minblksz,
minblksz x 2, minblksz x 4, or
minblksz x 8 depending on the
value of blksz

(2) When blksz > (minblksz x 8):
Rounded up to a multiple of 4

Specified

Not specified

Specified

(1) When blksz < (minblksz x 8):
Rounded up to minblksz,
minblksz x 2, minblksz x 4, or
minblksz x 8 depending on the
value of blksz

(2) When blksz > (minblksz x 8):
Rounded up to a multiple of 16

Not specified

Specified

Specified

(1) When blksz < (minblksz x 8):
Rounded up to minblksz,
minblksz x 2, minblksz x 4, or
minblksz x 8 depending on the
value of blksz

(2) When blksz > (minblksz x 8):
Rounded up to a multiple of 32

After the memory block has been acquired, the size of the free space in the variable-size memory
pool will decrease by the size of rounded blksz.
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For a memory pool with attribute VTA_ALIGN16 or VTA_ALIGN32, the memory block address
is a 16-byte or 32-byte boundary address, respectively.

If there are tasks already waiting for the memory pool, or if no task is waiting but there is no
memory block available, the task that issued service call get_mpl or tget_mpl is placed in the
memory block wait queue, and the task that issued service call pget_mpl or ipget_mpl is
immediately returns the error code E_TMOUT. The queue is managed on a FIFO basis.

Parameter tmout of service call tget_mpl specifies the timeout period. If a positive value is
specified for parameter tmout, error code E_TMOUT is returned when the timeout period has
passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call pget_mpl will be
performed. If tmout = TMO_FEVR (-1) is specified, timeout watch is not performed. In other
words, the same operation as for service call get_mpl will be performed.

The kernel consumes an area in the resource pool to manage the memory blocks. If there is not
sufficient free space in the resource pool, an E_NOMEM error will be returned immediately. This
processing is always done regardless of whether a memory block can be acquired immediately or
the memory waiting state is entered.

For resource pool consumption, refer to the following.

Reference: Section 13.2.3 (2), Variable-size memory pool: get_mpl, pget_mpl, ipget_mpl,
tget_mpl

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_blk, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = p_blk
— size = sizeof(VP)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.17.5 Release Variable-Size Memory Block (rel_mpl, irel_mpl)
C-Language API:

ER ercd = rel mpl (ID mplid, VP blk);

ER ercd = irel mpl (ID mplid, VP blk);

Parameters:
ID mplid Variable-size memory pool ID
VP blk Start address of memory block

Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error
[p] (1) blk is not a 4-byte boundary address.
[k] (2) A value other than the start address of a memory block or

released blk was specified.
E_ID [pl Invalid ID number
(1) mplid £ 0
(2) mplid > CFG_MAXMPFID
E_NOEXS [k] Undefined
(1) Variable-size memory pool specified by mplid does not

exist.

Function:

Each service call returns the memory block specified by blk to the variable-size memory pool
specified by mplid.

The start address of a memory block acquired by service call get_mpl, pget_mpl, ipget_mpl, or
tget_mpl must be specified as parameter blk.

After the memory block has been returned, if the target variable-size memory pool has a
contiguous free area of the size requested by the task at the head of the memory block acquisition
wait queue, a memory block is assigned to that task and the task is released from the WAITING
State.

The same process will be done for the remaining tasks in the order of the wait queue if the
remaining memory pool size still has enough contiguous free space.

After the memory block has been returned, the area allocated in the resource pool to manage the
memory block when the memory block was acquired is released.
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6.17.6 Refer to Variable-Size Memory Pool State (ref_mpl, iref_mpl)
C-Language API:

ER ercd = ref mpl (ID mplid, T RMPL *pk rmpl) ;

ER ercd = iref mpl (ID mplid, T RMPL *pk rmpl);

Parameters:
ID mplid Variable-size memory pool ID
T_RMPL *pk_rmpl Pointer to the packet where the variable-size memory

pool state is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T_RMPL *pk_rmpl Pointer to the packet where the variable-size memory
pool state is stored
Packet Structure:
typedef struct {
D wtskid; 0 2 Wait task ID
SIZE fmplsz; +4 4 Total size of available memory area
(number of bytes)
UINT fblksz; +8 4 Maximum memory area available

(number of bytes)

SIZE mplsz; +12 4 Size of variable-size memory pool
}T RMPL;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rmpl is not a 4-byte boundary address.
E_ID [pl] Invalid ID number
(1) mplid < 0
(2) mplid > CFG_MAXMPFID
E_NOEXS [k] Undefined
(1) Variable-size memory pool specified by mplid does not
exist.

E_MACV [m] Memory access violation

Function:

Each service call refers to the status of the variable-size memory pool specified by mplid and
returns the wait task ID (wtskid), the current free memory area total size (fmplsz), the maximum
memory block size available (fblksz), and the size of the variable-size memory pool (mplsz: a
parameter not defined in LITRON specification) to the area indicated by pk_rmpl. If there is no
task waiting to get a memory block, TSK_NONE (0) is returned as wtskid.
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The free space is usually fragmented. The maximum contiguous free space is returned to
parameter fblksz. The block up to the size fblksz can be acquired immediately by service call
get_mpl, pget_mpl, ipget_mpl, or tget_mpl.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmpl, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmpl
— size = sizeof(T_RMPL)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.18 Time Management (System Clock)

Table 6.35 Service Calls for System Clock Management
System State”®

Service Call" Description T/N/E/D/U/L/C
set_tim [S] Sets system clock T/E/D/U
iset_tim N/E/D/U
get_tim [S] Gets system clock T/E/D/U
iget_tim N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.36 System Clock Management Specifications

Item Description

System clock value Unsigned 48 bits

System clock unit 1ms

System clock update cycle CFG_TICNUME/CFG_TICDENO [ms]*
System clock initial value (at initialization) H'000000000000

Note: The values of TIC_NUME and TIC_DENO defined in kernel_macro.h are same as the
values of CFG_TICNUME and CFG_TICDENO, respectively.

The system clock is expressed as a 48-bit unsigned integer by using a structure of data type
“SYSTIM”. The maximum value of the system clock is shown below.

When CFG_TICNUME/CFG_TICDENO < 1:
Maximum value = H'ffffffffffff/CFG_TICDENO

When CFG_TICNUME/CFG_TICDENO > 1:
Maximum value = H'ffffffffffff

The system clock is incremented at timer interrupts. If the above maximum value is exceeded, the
system clock is initialized to O.
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6.18.1 Set System Clock (set_tim, iset_tim)

C-Language API:
ER ercd = set_tim (SYSTIM *p_ systim);
ER ercd = iset_tim (SYSTIM *p systim);

Parameters:
SYSTIM *p_systim Pointer to the packet where the current time data is
stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {
UH utime; 0 2 Current time data (upper)
UW ltime; +4 4 Current time data (lower)
}SYSTIM;
Error Codes:
E_PAR [p] Parameter error

(1) p_systim is not a 4-byte boundary address.

E_MACV [m] Memory access violation

Function:

Each service call changes the current system clock retained in the system to a value specified by
p_systim.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified is H'7fffffff/CFG_TICDENO. If a value larger than this is
specified, operation is not guaranteed.

Even after the system clock is modified, the actual time required to generate the time events
(timeout or cyclic handler initiation) that have been requested will not change.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for p_systim, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = p_systim
— size = sizeof(SYSTIM)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.18.2 Get System Clock (get_tim, iget_tim)

C-Language API:
ER ercd = get_tim (SYSTIM *p_ systim);
ER ercd = iget_tim (SYSTIM *p systim);
Parameters:
SYSTIM *p_systim Start address of the packet where the current time data
is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
SYSTIM *p_systim Start address of the packet where the current time data
is stored
Packet Structure:
typedef struct {

UH utime; 0 2 Current time data (upper)
UW ltime; +4 4 Current time data (lower)
}SYSTIM;
Error Codes:
E_PAR [p] Parameter error

(1) p_systim is not a 4-byte boundary address.

E_MACV [m] Memory access violation

Function:

Each service call reads the current system clock and returns it to the area indicated by p_systim.
Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_systim, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = p_systim
— size = sizeof(SYSTIM)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.19 Time Management (Cyclic Handler)

Table 6.37 Service Calls for Cyclic Handler
System State”

Service Call" Description T/N/E/D/U/L/C
cre_cyc [s] Creates cyclic handler T/E/D/U
icre_cyc N/E/D/U
acre_cyc Creates cyclic handler and assigns cyclic handler T/E/D/U
iacre_cyc ID automatically N/E/D/U
del_cyc Deletes cyclic handler T/E/D/U
sta_cyc [S] Starts cyclic handler operation T/E/D/U
ista_cyc N/E/D/U
stp_cyc [S] Stops cyclic handler operation T/E/D/U
istp_cyc N/E/D/U
ref_cyc Refers to the cyclic handler state T/E/D/U
iref_cyc N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.38 Cyclic Handler Specifications

ltem Description

Cyclic handler ID 1 to CFG_MAXCYCID (254 max.)

Cyclic handler TA_HLNG: The handler is written in a high-level language.
attributes TA_ASM: The handler is written in assembly language.

TA_STA: Starts cyclic handler operation.
TA_PHS: Reserves initiation phase.
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6.19.1 Create Cyclic Handler (cre_cyc, icre_cyc, acre_cyc, iacre_cyc)

C-Language API:

ER ercd = cre_cyc

ER ercd = icre_cyc

(ID cycid, T_CCYC *pk ccyc);
(ID cycid, T_CCYC *pk ccyc);

ER_ID cycid = acre_cyc (T _CCYC *pk ccyc);

ER_ID cycid = iacre cyc (T_CCYC *pk ccyc);

Parameters:

T_CCYC *pk_ccyc

information is stored

<cre cyc, icre cyc>

ID cycid
Return Parameters:

Cyclic handler ID

<cre_cyc, icre cyc>

ER ercd

Normal termination (E_OK) or error code

<acre_cyc, ilacre_cyc>

ER_ID cycid

Packet Structure:
typedef struct

ATR
VP_INT
FP
RELTIM
RELTIM
}T_ccye;
Error Codes:
E_RSATR [p]
E_PAR [p]
E_ID [p]
E_NOID (k]
E_OBJ (k]

Created cyclic handler ID number (a positive value)

error code

{

cycatr; 0 4 Cyclic handler attribute

exinf; +4 4 Extended information

cychdr; +8 4 Cyclic handler address

cyctim; +12 4 Cyclic handler initiation cycle
cycphs; +16 4 Cyclic handler initiation phase

Reserved attribute

(1) cycatr is invalid.

Parameter error

) cyctim = 0

) pk_ccyc is not a 4-byte boundary address.

(1
(2) cycphs > cyctim
(3
(4

) cychdr is an odd address.

Invalid ID number

(1) cycid £ 0

(2) cycid > CFG_MAXCYCID

No ID available

Invalid object state

(only for acre_cyc)

(1) Cyclic handler specified by cycid already exists.
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E_MACV [m] Memory access violation

Function:

Each service call creates a cyclic handler. The cyclic handler is a time event handler for a non-task
context and is initiated at specified time intervals. The cyclic handler is assigned to the kernel
domain and is executed in privileged mode.

The following describes each parameter function.

(1) cycid

For service calls cre_cyc and icre_cyc, specify a value within the range from 1 to
CFG_MAXCYCID for parameter cycid. Service calls acre_cyc and iacre_cyc search for an
unused cyclic handler ID, define a cyclic handler for that ID with the contents specified by
parameter pk_ccyc, and return the defined cyclic handler ID as a return parameter.

(2) cycatr
Specify the logical OR of the following values for cycatr.

The cyclic handler is always assigned to the kernel domain.

In the PX specification, TA_DOM(TDOM_KERNEL) must be specified for cycatr so that the
cyclic handler is assigned to the kernel domain. To ensure the portability of programs, always
specify TA_DOM(TDOM_KERNEL). Note that TA_DOM() is ignored in this kernel, and even if
a user domain is assigned through TA_DOMY(), no error will occur and the kernel domain is
always assumed.

(a) Language
Specify either one of the following values.

— TA_HLNG (H'00000000): High-level language
— TA_ASM (H'00000001): Assembly language

(b) Initiating the cyclic handler

Specify TA_STA to initiate the handler immediately. When TA_STA is specified, the cyclic
handler is set to the operating state after it is created. When TA_STA is not specified, the
cyclic handler does not operate until service call sta_cyc or ista_cyc is issued.

— TA_STA (H'00000002): Initiates the cyclic handler operation.

(c) Keeping the initiation phase
When TA_PHS is specified, the initiation phase of the cyclic handler is kept before activating
the cyclic handler, and the next time to initiate the handler is determined.
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When TA_PHS is not specified, once the cyclic handler is stopped by service call stp_cyc or
istp_cyc, the cyclic handler is initiated at intervals cyctim after the next sta_cyc or ista_cyc
service call, that is, the first time the cyclic handler is initiated is cyctim after a sta_cyc or
ista_cyc service call.

When TA_PHS is specified, even after the cyclic handler is stopped by service call stp_cyc or
istp_cyc, the kernel continues to manage the correct time to initiate the cyclic handler. If
service call sta_cyc or ista_cyc is issued after that, the kernel initiates the cyclic handler when
the correct time is reached.

— TA_PHS (H'00000004): Retains the initiation phase.

(3) exinf
Parameter exinf can be widely used by the user, for example, to set information concerning cyclic
handlers to be defined. exinf is passed to the cyclic handler as a parameter.

(4) cychdr
Parameter cychdr specifies the start address of the cyclic handler.

(5) cyctim and cycphs
Parameter cyctim specifies the handler initiation cycle, and parameter cycphs specifies the handler
initiation phase.

cycphs is valid only when either TA_STA or TA_PHS is specified. If cycphs is valid, the first
time to initiate the cyclic handler is the time when the specified cycphs (initiation phase time) or a
longer time has passed since a cyclic handler creating service call is issued. At this time, if start of
the cyclic handler is specified through the TA_STA attribute or service call stp_cyc or istp_cyc,
the cyclic handler is actually executed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for cyctim and cycphs is H'7fffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.

The cyclic handler can also be created statically by the configurator.
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_ccyc, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_ccyc
— size = sizeof(T_CCYC)
— domid = Domain of the caller

279
RENESAS



— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_ccyc->cychdr, which means

that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_ccyc->cychdr

— size=1

— domid = Kernel domain

— pmmode = TPM_READ
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6.19.2 Delete Cyclic Handler (del_cyc)
C-Language API:

ER ercd = del _cyc (ID cycid);
Parameters:

ID cycid Cyclic handler ID
Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) cycid £ 0
(2) cycid > CFG_MAXCYCID
E_CTX [k] Context error
(1) Called in a non-task context

E NOEXS [k1] Undefined

(1) Cyclic handler specified by cycid does not exist.

Function:

Service call del_cyc deletes the cyclic handler specified by parameter cycid.
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6.19.3 Start Cyclic Handler Operation (sta_cyc, ista_cyc)
C-Language API:
ER ercd = sta_cyc (ID cycid);
ER ercd = ista_cyc (ID cycid);
Parameters:
ID cycid Cyclic handler ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) cycid £ 0
(2) cycid > CFG_MAXCYCID
E_NOEXS [k] Undefined

(1) Cyclic handler specified by cycid does not exist.

Function:
Each service call causes the cycle handler specified by cycid to enter the operational state.

If TA_PHS is not specified as a cyclic handler attribute, the cyclic handler is started each time the
start cycle has passed, based on the timing at which service call sta_cyc or ista_cyc is issued.

If the cyclic handler specified by cycid is in the operational state and TA_PHS is not specified as
its attribute, the next timing of initiation is set after the service call is issued.

If the cyclic handler specified by cycid is in the operating state and TA_PHS is specified as its
attribute, the next timing of initiation is not set.
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6.194 Stop Cyclic Handler Operation (stp_cyc, istp_cyc)
C-Language API:
ER ercd = stp_cyc (ID cycid);
ER ercd = istp cyc (ID cycid);
Parameters:
ID cycid Cyclic handler ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) cycid £ 0
(2) cycid > CFG_MAXCYCID
E_NOEXS [k] Undefined

(1) Cyclic handler specified by cycid does not exist.

Function:

Each service call causes the cyclic handler specified by parameter cycid to enter the not-operating
state.
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6.19.5 Refer to Cyclic Handler State (ref_cyc, iref_cyc)
C-Language API:
ER ercd = ref cyc (ID cycid, T _RCYC *pk rcyc);
ER ercd = iref cyc (ID cycid, T RCYC *pk_rcyc);

Parameters:
ID cycid Cyclic handler ID
T_RCYC *pk_rcyc Pointer to the packet where the cyclic handler state is

to be returned
Return Parameters:

ER ercd Normal termination (E_OK) or error code
T_RCYC *pk_rcyc Pointer to the packet where the cyclic handler state is
stored

Packet Structure:
typedef struct {
STAT cycstat; 0 4 Cyclic handler operating state
RELTIM lefttim; +4 4 Remaining time until the cyclic
handler is initiated
}T RCYC;
Error Codes:
E_PAR [pl Parameter error
(1) pk_rcyc is not a 4-byte boundary address.
E_ID [p] Invalid ID number
(1) cycid £ 0
(2) cycid > CFG_MAXCYCID
E NOEXS [k1] Undefined
(1) Cyclic handler specified by cycid does not exist.

E_MACV [m] Memory access violation

Function:

Each service call reads the cyclic handler state specified by cycid and returns the cyclic handler
operating state (cycstat) and the time remaining until the cyclic handler is initiated (lefttim) to the
area indicated by parameter pk_rcyc.

The target cyclic handler operating state is returned to parameter cycstat.

e TCYC_STP (H'00000000): The cyclic handler is not in the operational state
e TCYC_STA (H'00000001): The cyclic handler is in the operational state
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The relative time until the target cyclic handler is next initiated is returned to parameter lefttim.

When the target cyclic handler is not in the operational state, lefttim is undefined.
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rcyc, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rcyc
— size = sizeof(T_RCYC)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.20 Time Management (Alarm Handler)

Table 6.39 Service Calls for Alarm Handler
System State”®

Service Call" Description T/N/E/D/U/L/C
cre_alm Creates alarm handler T/E/D/U
icre_alm N/E/D/U
acre_alm Creates alarm handler and assigns alarm handler T/E/D/U
iacre_alm ID automatically N/E/D/U
del_alm Deletes alarm handler T/E/D/U
sta_alm Starts alarm handler operation T/E/D/U
ista_alm N/E/D/U
stp_alm Stops alarm handler operation T/E/D/U
istp_alm N/E/D/U
ref_alm Refers to the alarm handler state T/E/D/U
iref_alm N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.40 Alarm Handler Specifications

Item Description

Alarm handler ID 1 to CFG_MAXALMID (255 max.)

Alarm handler attributes  TA_HLNG: The handler is written in a high-level language.
TA_ASM: The handler is written in assembly language.
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6.20.1 Create Alarm Handler (cre_alm, icre_alm, acre_alm, iacre_alm)
C-Language API:
ER ercd = cre_alm (ID almid, T_CALM *pk_calm);
ER ercd = icre_alm (ID almid, T_CALM *pk_calm);
ER_ID almid = acre_alm (T_CALM *pk calm);
ER_ID almid = iacre_alm (T_CALM *pk calm);
Parameters:
T_CALM *pk_calm Pointer to the packet where the alarm handler creation
information is stored
<cre_alm, icre alm>
ID almid Alarm handler ID
Return Parameters:
<cre_alm, icre_alm>
ER ercd Normal termination (E_OK) or error code
<acre_alm, iacre_alm>
ER_ID almid Created alarm handler ID (a positive value) or error
code
Packet Structure:
typedef struct {

ATR almatr; 0 4 Alarm handler attribute
VP_INT exinf; +4 4 Extended information
FP almhdr; +8 4 Alarm handler address
}T _CALM;
Error Codes:
E_RSATR [pl Reserved attribute

(1) almatr is invalid.
E_PAR [pl Parameter error
(1) pk_calm is not a 4-byte boundary address.
(2) almhdr is an odd value.
E_ID [pl Invalid ID number
(1) almid < 0
(2) almid > CFG_MAXALMID.
E_NOID (k] No ID available (only for acre alm)
E_OBJ (k] Invalid object state
(1) Alarm handler specified by almid already exists.

E_MACV [m] Memory access violation
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Function:

Each service call creates an alarm handler. The alarm handler is a time event handler for a non-
task context and is initiated at the specified time only once. The alarm handler is assigned to the
kernel domain and is executed in privileged mode.

The following describes each parameter function.

(1) almid

For service calls cre_alm and icre_alm, specify a value within the range from 1 to
CFG_MAXALMID for parameter almid. Service calls acre_alm and iacre_alm search for an
unused alarm handler ID, define an alarm handler for that ID with the contents specified by
parameter pk_calm, and return the defined alarm handler ID as a return parameter.

(2) almatr
Specify either one of the following values.

e TA_HLNG (H'00000000): High-level language
e TA_ASM (H'00000001): Assembly language

The alarm handler is always assigned to the kernel domain.

In the PX specification, TA_DOM(TDOM_KERNEL) must be specified for almatr so that the
alarm handler is assigned to the kernel domain. To ensure the portability of programs, always
specify TA_DOM(TDOM_KERNEL). Note that TA_DOM() is ignored in this kernel, and even if
a user domain is assigned through TA_DOM(Y(), no error will occur and the kernel domain is
always assumed.

(3) exinf
Parameter exinf can be widely used by the user, for example, to set information concerning alarm
handlers to be defined. exinf is passed to the alarm handler as a parameter.

The time to initiate the alarm handler is not set immediately after creating the alarm handler. The
alarm handler is in the stopped state.

The alarm handler can also be created statically by the configurator.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_calm, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_calm
— size = sizeof(T_CALM)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_calm->almhdr, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_calm->almhdr
—size=1
— domid = Kernel domain
— pmmode = TPM_READ
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6.20.2 Delete Alarm Handler (del_alm)
C-Language API:
ER ercd = del_alm (ID almid);
Parameters:
ID almid Alarm handler ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl] Invalid ID number
(1) almid < 0
(2) almid > CFG_MAXALMID
E_CTX [k] Context error

(1) Called in a non-task context
E NOEXS [k1] Undefined

(1) Alarm handler specified by almid does not exist.

Function:

Service call del_alm deletes the alarm handler specified by parameter almid.
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6.20.3 Start Alarm Handler Operation (sta_alm, ista_alm)
C-Language API:

ER ercd = sta_alm (ID almid, RELTIM almtim);

ER ercd = ista_alm (ID almid, RELTIM almtim);

Parameters:
ID almid Alarm handler ID
RELTIM almtim Alarm handler initiation time

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) almid £ 0
(2) almid > CFG_MAXALMID
E NOEXS k1] Undefined

(1) Alarm handler specified by almid does not exist.

Function:

The initiation time for the alarm handler specified by almid is set to the relative time specified by
almtim after the moment at which the service call is issued, to start operation of the alarm handler.

If a time is set for an alarm handler already in operation, the previous initiation time setting is
cancelled, and the new initiation time is set.

If almtim is set to 0, the alarm handler is started at the next time tick.

When a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick
cycles), the maximum value that can be specified for almtim is H'ffffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.

291
RENESAS



6.20.4 Stop Alarm Handler Operation (stp_alm, istp_alm)
C-Language API:
ER ercd = stp_alm (ID almid);
ER ercd = istp _alm (ID almid);
Parameters:
ID almid Alarm handler ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) almid £ 0
(2) almid > CFG_MAXALMID
E_NOEXS [k] Undefined

(1) Alarm handler specified by almid does not exist.

Function:

Each service call cancels the initiation time for the alarm handler specified by parameter almid,
and stops alarm handler operation.
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6.20.5 Refer to Alarm Handler State (ref_alm, iref alm)
C-Language API:

ER ercd = ref_alm (ID almid, T RALM *pk ralm);

ER ercd = iref_alm (ID almid, T RALM *pk ralm);

Parameters:
D almid Alarm handler ID
T_RALM *pk_ralm Pointer to the packet where the alarm handler state is

to be returned
Return Parameters:

ER ercd Normal termination (E_OK) or error code
T RALM *pk_ralm Pointer to the packet where the alarm handler state is
stored

Packet Structure:
typedef struct {
STAT almstat; 0 4 Alarm handler operation state
RELTIM lefttim; +4 4 Remaining time until the alarm
handler is initiated
}T RALM;
Error Codes:
E_PAR [pl Parameter error
(1) pk_ralm is not a 4-byte boundary address.
E_ID [p] Invalid ID number
(1) almid £ 0
(2) almid > CFG_MAXALMID

E NOEXS [k1] Undefined
(1) Alarm handler specified by almid does not exist.
E_MACV [m] Memory access violation
Function:

Each service call reads the alarm handler state specified by almid and returns the alarm handler
operating state (almstat) and remaining time until the alarm handler is initiated (lefttim) to the area
indicated by parameter pk_ralm.

The target alarm handler operating state is returned to parameter almstat.

e TALM_STP (H'00000000): The alarm handler is not operating
e TALM_STA (H'00000001): The alarm handler is operating
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The relative time until the target alarm handler is initiated next is returned to parameter lefttim.
When the target alarm handler is not operating, lefttim is undefined.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_ralm, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_ralm
— size = sizeof(T_RALM)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.21

Time Management (Overrun Handler)

Table 6.41 Service Calls for Overrun Handler

System State™®

Service Call" Description T/N/E/D/U/L/C
def_ovr Defines overrun handler T/E/D/U
sta_ovr Starts overrun handler operation T/E/D/U
ista_ovr N/E/D/U
stp_ovr Stops overrun handler operation T/E/D/U
istp_ovr N/E/D/U
ref_ovr Refers to overrun handler state T/E/D/U
iref_ovr N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to

use the standard profile function

. T: Can be called in a task context

N: Can be called in a non-task context

E: Can be called in dispatch-enabled state

D: Can be called in dispatch-disabled state

U: Can be called in CPU-unlocked state

L: Can be called in CPU-locked state

C: Can be called from CPU exception handler

Table 6.42 Overrun Handler Specifications

Item

Description

Processor time unit (OVRTIM)

Same as system clock (1 [ms])

Overrun handler attributes

TA_HLNG: The handler is written in a high-level language.

TA_ASM: The handler is written in assembly language.

Only one overrun handler can be defined in the system. The overrun handler is a time event

handler.

The processor time used by the task includes the execution times of a task, the service calls issued
by the task, and the interrupt handler that is initiated during execution of the task. Used processor

time is not counted while the task is not in the RUNNING state.
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6.21.1 Define Overrun Handler (def_ovr)
C-Language API:
ER ercd = def_ovr (T _DOVR *pk dovr) ;
Parameters:
T DOVR *pk_dovr Pointer to the packet where the overrun handler
definition information is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR ovratr; 0 4 Overrun handler attribute
FP ovrhdr; +4 4 Overrun handler address
}T_DOVR;
Error Codes:
E_RSATR [pl Reserved attribute

(1) The bits other than TA ASM in ovratr are not 0.
E_PAR [p] Parameter error

(1) pk_dovr is not a 4-byte boundary address.

(2) ovrhdr is an odd value.

E_MACV [m] Memory access violation

Function:
Service call def ovr defines an overrun handler.

The overrun handler is a time event handler for a non-task context which is started when the

processor is used by a task for a time exceeding a preset time. The overrun handler is assigned to
the kernel domain and is executed in privileged mode.

The following describes each parameter function.

(1) ovratr

Specify either one of the following values.
e TA_HLNG (H'00000000): High-level language
e TA_ASM (H'00000001): Assembly language

(2) ovrhdr

Parameter ovrhdr specifies the start address of the overrun handler.
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When pk_dovr=NULL (0) is specified, the overrun handler definition is cancelled.

When an overrun handler has already been defined, if this service call is issued, the preceding
definition is cancelled and the new definition takes its place.

This service call must not be issued in a non-task context, but even if attempted, the E_CTX error
will not be detected.

An overrun handler can also be defined statically by the configurator.
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_dovr, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dovr
— size = sizeof(T_DOVR)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_dovr->ovrhdr, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dovr->ovrhdr
— size=1
— domid = Kernel domain
— pmmode = TPM_READ
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6.21.2 Start Overrun Handler Operation (sta_ovr, ista_ovr)
C-Language API:

ER ercd = sta _ovr (ID tskid, OVRTIM ovrtim);

ER ercd = ista_ovr (ID tskid, OVRTIM ovrtim);

Parameters:
ID tskid Task ID
OVRTIM ovrtim Upper processor time limit

Return Parameters:

ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number

(1) tskid < 0

(2) tskid > CFG_MAXTSKID

(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state

(1) Overrun handler has not been defined.
E_NOEXS [k] Undefined

(1) Task specified by tskid does not exist.

Function:
Overrun handler operation begins for the task specified by tskid.
By specifying tskid=TSK_SELF (0), the current task is specified.

The upper processor time limit for the task is set to the time specified by ovrtim, and the processor
time used is cleared to 0. If the specified overrun handler has already been operating, the upper
processor time limit previously specified is cancelled, and the new processor time limit is set.

When the processor time used exceeds the upper processor time limit, the overrun handler is
started.

When a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick
cycles), the maximum value that can be specified for ovrtim is H'ffffffff/CFG_TICDENO. If a
value larger than this is specified, operation is not guaranteed.

If 0 is specified for ovrtim, the overrun handler is started on the first time tick after the task begins
to use the processor.
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6.21.3 Stop Overrun Handler Operation (stp_ovr, istp_ovr)
C-Language API:
ER ercd = stp_ovr (ID tskid);
ER ercd = istp ovr (ID tskid);
Parameters:
ID tskid Task ID
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.
E_OBJ [k] Invalid object state
(1) Overrun handler has not been defined.
E NOEXS k1] Undefined

(1) Task specified by tskid does not exist.

Function:

Each service call releases the upper processor time limit for the task specified by parameter tskid
and stops overrun handler operation.

By specifying tskid = TSK_SELF (0), the current task is specified.
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6.21.4 Refer to Overrun Handler State (ref_ovr, iref_ovr)

C-Language API:
ER ercd = ref ovr (ID tskid, T ROVR *pk rovr) ;
ER ercd = iref ovr (ID tskid, T ROVR *pk_rovr) ;

Parameters:
D tskid Task ID
T_ROVR *pk_rovr Pointer to the packet where the overrun handler state

is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T ROVR *pk_rovr Pointer to the packet where the overrun handler state
is stored
Packet Structure:
typedef struct {

STAT ovrstat; 0 4 Overrun handler operating state
OVRTIM leftotm; +4 4 Remaining processor time
}T ROVR;
Error Codes:
E_PAR [pl Parameter error

(1) pk_rovr is not a 4-byte boundary address.
E_ID [pl Invalid ID number
(1) tskid < 0
(2) tskid > CFG_MAXTSKID
(3) tskid = TSK SELF (0) is specified in a non-task context.

E_OBJ [k] Invalid object state
(1) Overrun handler has not been defined.
E NOEXS k1] Undefined
(1) Task specified by tskid does not exist.
E_MACV [m] Memory access violation
Function:

The state of the overrun handler for the task specified by tskid is referenced. By specifying tskid =
TSK_SELF (0), the current task is specified.

The state of operation of the overrun handler (ovrstat) and the remaining processor time (leftotm)
are returned to the area specified by pk_rovr. As the operating state of the overrun handler, the
upper processor time limit setting is returned as ovrstat.

e TOVR_STP (H'00000000): No upper processor time limit is set
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e TOVR_STA (H'00000001): An upper processor time limit is set

The processor time remaining until the overrun handler is started due to the target task is returned
as leftotm. If no upper processor time limit is set for the task, the value of leftotm is undefined.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.
(1) The domain of the caller does not have a read/write access permission for pk_rovr, which

means that an error will be returned if prb_mem is issued with the following parameters.

— base = pk_rovr

— size = sizeof(T_ROVR)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.22 System State Management

Table 6.43 Service Calls for System State Management
System State”

Service Call" Description T/N/E/D/U/L/C
rot_rdq [S] Rotates ready queue T/E/D/U
irot_rdq [S] N/E/D/U
get_tid [S] Refers to task ID in RUNNING state T/E/D/U
iget_tid [S] N/E/D/U
get_did Refers to domain ID of the task in RUNNING state T/E/D/U
iget_did N/E/D/U
loc_cpu [S] Locks CPU T/E/D/U/L
iloc_cpu [S] N/E/D/U/L
unl_cpu [S] Unlocks CPU T/E/D/U/L
iunl_cpu [S] N/E/D/U/L
dis_dsp [S] Disables task dispatch T/E/D/U
ena_dsp [S] Enables task dispatch T/E/D/U
shs_ctx [S] Refers to task context T/N/E/D/U/L
sns_loc [S] Refers to CPU-locked state T/N/E/D/U/L
sns_dsp [S] Refers to dispatch-disabled state T/N/E/D/U/L
sns_dpn [S] Refers to dispatch-pended state T/N/E/D/U/L
vsta_knl [s] Starts kernel T/N/E/D/U/L/C
ivsta_knl [s] T/N/E/D/U/L/C
vsys_dwn [s] Terminates the system T/N/E/D/U/L/IC
ivsys_dwn [s] T/N/E/D/U/L/C
vget_trc Acquires trace information T/E/D/U
ivget_trc N/E/D/U
ivbgn_int Acquires start of interrupt handler to trace N/E/D/U
ivend_int Acquires end of interrupt handler to trace N/E/D/U
vchg_cop Changes DSP (TA_COPO) attribute T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
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2. T:Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

303
RENESAS



6.22.1 Rotate Ready Queue (rot_rdq, irot_rdq)
C-Language API:
ER ercd = rot_rdg (PRI tskpri);
ER ercd = irot_rdq (PRI tskpri);
Parameters:
PRI tskpri Task priority
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [pl Parameter error
(1) tskpri < 0
(2) tskpri > CFG_MAXTSKPRI
(3) tskpri = TPRI_SELF (0) is specified in a non-task context.

Function:

Each service call rotates the ready queue for the task priority specified by parameter tskpri. In
other words, the task at the head of the ready queue for the task priority is sent to the end of the
queue, enabling the second task in the ready queue to be executed.

Specifying tskpri = TPRI_SELF (0) rotates the ready queue for the base priority of the current
task. The base priority is the same as the current priority when the mutex function is not used;
however, the current priority is not the same as the base priority while the mutex is locked. Thus,
the ready queue for the priority where the current task is included, cannot be rotated even when
TPRI_SELF is specified.
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6.22.2 Get Task ID in RUNNING state (get_tid, iget_tid)
C-Language API:
ER ercd = get_tid(ID *p_tskid);
ER ercd = iget_tid(ID *p_ tskid);
Parameters:
ID *p_tskid Pointer to the area where the task ID is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
ID *p_tskid Pointer to the task ID
Error Codes:
E_PAR [p] Parameter error
(1) p_tskid is not a 2-byte boundary address.

E_MACV [m] Memory access violation

Function:

Each service call gets the task ID in the RUNNING state and returns it to the area specified by
p_tskid. If each service call is issued in a task context, the current task ID is returned. If each
service call is issued in a non-task context, the task ID that is being executed is returned. If there is
no task in the RUNNING state, TSK_NONE (0) is returned.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_tskid, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = p_tskid
— size = sizeof(ID)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.22.3 Get Domain ID of the Task in RUNNING State (get_did, iget_did)

C-Language API:
ER ercd = get_did(ID *p_domid) ;
ER ercd = iget_did(ID *p_domid) ;

Parameters:
ID *p_domid Pointer to the area where the domain ID is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
ID *p_domid Pointer to the domain ID
Error Codes:
E_PAR [p] Parameter error

(1) p_domid is not a 2-byte boundary address.

E_MACV [m] Memory access violation

Function:

Each service call gets the ID of the domain where the task in the RUNNING state is assigned and
returns it to the area specified by p_domid.

The actual processing depends on where the service call is issued as follows.

(1) When the service call is issued in a task or a task exception processing routine, the service call
returns the ID of the domain where the task is assigned.

(2) When the service call is issued in an extended service call or trap routine that was called from
a task or a task exception processing routine, the service call returns the ID of the domain
where the task which was in the RUNNING state before the extended service call or trap
routine was called is assigned.

(3) When the service call is issued in a non-task context, the service call returns the ID of the

domain where the task which is in RUNNING state when the service call is issued is assigned.
If there is no task in the RUNNING state, TDOM_NONE (-2) is returned.

Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_domid, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = p_domid
— size = sizeof(ID)

306
RENESAS



— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.22.4 Lock CPU (loc_cpu, iloc_cpu)

C-Language API:
ER ercd = loc_cpul( );
ER ercd = iloc cpu( );
Parameters:
None
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_CTX [k] Context error
(1) Called in a task context while interrupts are masked

through chg ims.

Function:
Each service call locks the CPU and inhibits interrupts and task dispatches.
The following describes the CPU-locked state:

Tasks cannot be scheduled while the CPU is locked.
Task exception processing routines cannot be initiated while the CPU is locked.

Interrupts, having a level equal to or below the kernel interrupt mask level
(CFG_KNLMSKLVL) defined by the configurator, are inhibited.

¢ Only the following service calls can be issued in the CPU-locked state. The system operation
cannot be guaranteed when a service call other than the followings is issued. When a service
call that shifts a task to the WAITING state is issued or chg_ims is issued, an E_CTX error is
returned.

— ext_tsk (automatically unlocks the CPU)
— exd_tsk (automatically unlocks the CPU)
— Sns_tex

— loc_cpu, iloc_cpu

— unl_cpu, iunl_cpu

— SnS_cCtx

— sns_loc

— sns_dsp

— sns_dpn

— vsta_knl, ivsta_knl

— vsys_dwn, ivsys_dwn
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When the following service calls are issued in the CPU-locked state, the system returns to the
CPU-unlocked state.

— unl_cpu or iunl_cpu
— ext_tsk or exd_tsk

When an interrupt handler, a time event handler, a CPU exception handler, or an initialization
routine is completed, the system returns to the state before handler initiation (CPU-locked or CPU-
unlocked state).

If service calls loc_cpu and iloc_cpu are issued while the CPU is locked, no error will occur. In
this case, queuing will not be done.
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6.22.5 Unlock CPU (unl_cpu, iunl_cpu)

C-Language API:
ER ercd = unl cpu( );
ER ercd = iunl _cpu( );
Parameters:
None
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_CTX [k] Context error
(1) Called in a task context while interrupts are masked

through chg ims.

Function:

Each service call unlocks the CPU, which was locked by service call loc_cpu or iloc_cpu. If
service call unl_cpu is issued in the dispatch-enabled state, the task scheduling is performed.

The CPU-locked state and dispatch-disabled state are managed individually. Thus, service call
unl_cpu or iunl_cpu does not enable the task dispatch which was disabled by service call dis_dsp.

If service calls unl_cpu and iunl_cpu are called in CPU-unlocked state, no error will occur, but
queuing will not be done.
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6.22.6 Disable Dispatch (dis_dsp)
C-Language API:
ER ercd = dis dsp();
Parameters:
None
Return Parameters:
ER ercd Normal termination (E_OK)
Error Codes:
E_CTX [k] Context error

(1) Called in a non-task context.

Function:
Service call dis_dsp disables task dispatch.
The following describes the dispatch-disabled state:

¢ Tasks cannot be scheduled.

¢ When a service call that shifts a task to the WAITING state is issued in a task context, an
E_CTX error is returned.

When the following service calls are issued while task dispatch is disabled, the system returns to
the task dispatch-enabled state.

¢ ena_dsp
¢ ext_tsk or exd_tsk

The transition between dispatch-disabled state and dispatch-enabled state occurs only when
dis_dsp, ena_dsp, ext_tsk, or exd_tsk service call is issued.

When task dispatch is disabled by this service call, the task state is undefined. Therefore, if the
current task refers to its state by service call ref_tsk, the returned state is not always the
RUNNING state.

An error will not occur when service call dis_dsp is issued while the task dispatch is disabled;
however, queuing will not be done.
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6.22.7 Enable Dispatch (ena_dsp)
C-Language API:
ER ercd = ena dsp( );
Parameters:
None
Return Parameters:
ER ercd Normal termination (E_OK)
Error Codes:
E_CTX [k] Context error

(1) Called in a non-task context.

Function:

Service call ena_dsp enables task dispatch disabled by service call dis_dsp. Task scheduling is
then performed after the service call.

An error will not occur when service call ena_dsp is called during task dispatch-enabled state;
however, queuing will not be done.
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6.22.8 Refer to Context (sns_ctx)
C-Language API:

BOOL state = sns_ctx( );
Parameters:

None
Return Parameters:

BOOL state Context

Function:

Service call sns_ctx returns TRUE when it is issued in a non-task context, or FALSE when in a
task context.
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6.22.9 Refer to CPU-Locked State (sns_loc)
C-Language API:
BOOL state = sns_loc( );
Parameters:
None
Return Parameters:
BOOL state CPU-locked state

Function:

Service call sns_loc returns TRUE when the CPU is locked, or FALSE when the CPU is unlocked.
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6.22.10 Refer to Dispatch-Disabled State (sns_dsp)
C-Language API:
BOOL state = sns_dsp( );
Parameters:
None
Return Parameters:
BOOL state Dispatch-disabled state

Function:

Service call sns_dsp returns TRUE when task dispatch is disabled, or FALSE when task dispatch
is enabled.
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6.22.11 Refer to Dispatch-Pended State (sns_dpn)
C-Language API:

BOOL state = sns_dpn( );
Parameters:

None
Return Parameters:
BOOL state Dispatch-pended state

Function:

Service call sns_dpn returns TRUE when the task dispatch is pended. Otherwise, this service call
returns FALSE.

When the following conditions are all satisfied, FALSE is returned. Otherwise, TRUE is returned.

e Task dispatch is not disabled.
e The CPU is unlocked.
e Execution is in a task context.

e Interrupts are not masked by service call chg_ims.
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6.22.12 Start Kernel (vsta_knl, ivsta_knl)
C-Language API:
void vsta_knl (void) ;
void ivsta knl (void) ;
Parameters:
None
Return Parameters:

No parameters are returned to the caller.

Function:
Each service call starts the kernel.

If the kernel has already been started, the multitasking environment up to that point is all nullified.
In addition, control does not return to the caller.

These service calls must be issued while SR.MD = 1 and SR.BL = 1. An application issuing these
service calls must be linked with the kernel library.

Note that even when the memory object protection function is selected, the kernel does not enable
the MMU during initialization. The application must initialize MMUCR.AT to determine whether
to enable the MMU before starting the kernel.

After enabling the MMU, do not access the MMU mapped area before calling vsta_knl; MMU-
related interrupts, which may be generated by access to the MMU mapped area, cannot be handled
during this period because the kernel has not been started.

The following shows the detailed initialization processing performed by these service calls.

(1) Sets SR.BL =1 (disables all interrupts)

(2) Sets the stack pointer (R15) to a non-task context stack (section BSCP_hintskstk).

(3) Initializes the VBR.
When an interrupt handler is initiated, the IMASK bits in SR are handled according to the
value of the INTMU bit in the CPUOPM set when the kernel is started. Initialize the bit as
necessary before starting the kernel.

(4) Initializes the RAMCR.

Only when the memory object protection function is selected (CFG_PROTMEM is selected)
and CFG_IRAM is selected, the RP and RMD bits in the RAMCR are initialized according to
the CFG_IRAMUSAGE setting as follows. The other bits in the register are not initialized.
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CFG_IRAMUSAGE Setting Initial RAMCR.RP Value Initial RAMCR.RMD Value

MMU non-mapped area, accessible in 0 1
any mode
MMU non-mapped area, accessible in 0 0

user non-DSP mode only

MMU mapped area 1 1

(5) Initializes the MMUCR.
Only when the memory object protection function is selected (CFG_PROTMEM is selected),
the LRUI, URB, and URC bits in the MMUCR are initialized to 0. The other bits in the
register are not initialized.
To enable the MMU, set MMUCR.AT = 1 before starting the kernel. If the kernel is started
while MMUCR.AT = 0, the MMU remains disabled. In this state, no illegal memory access
can be detected but no TLB miss will occur.

(6) Initializes the kernel management information.

(7) Initializes the static memory objects specified through the configurator.

(8) Initializes the timers when CFG_OPTTMR is selected.

(9) Sets SR.BL = 0 and IMASK = 15.

(10) Creates and defines necessary objects.
The objects specified through the configurator are created and defined.
These objects are created and defined through appropriate service calls issued in the initial
definition routines output from the configurator.
If the settings through the configurator are incorrect, these service calls may end with an error.
In this case, the initial definition routine enters an infinite loop at the point where the service
call causing the error is issued.
There are two initial definition routines: kernel_def_inireg.h and kernel_cfg_inireg.h.
kernel_def_inireg.h creates and defines the objects for which [Kernel side] has been selected
through the configurator, and kernel_cfg_inireg.h is for the objects for which [Kernel side] has
not been selected.
kernel_def_inireg.h is called first, then kernel_cfg_inireg.h is called. In each routine, objects
are created and defined in the specified order shown below. Among the same type of objects,
tasks and cyclic handlers are created in the order of the list displayed in the configurator, but
the other objects are created in a random order.
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Order Object

1 Interrupt and CPU exception handlers
2 Overrun handler

3 Cyclic handlers

4 Alarm handlers

5 Extended service call routines

6 Trap routines

7 Semaphores

8 Event flags

9 Data queues

10 Mailboxes

11 Mutexes

12 Message buffers

13 Fixed-size memory pools

14 Variable-size memory pools

15 Protected memory pools

16 Protected mailboxes

17 Tasks and task exception processing routines

(11) Calls the timer initialization routine (_kernekl_tmrini()) only when CFG_OPTTMR is not
selected.

(12) Calls the initialization routines.
The initial definition routines defined through the configurator are called.

First, the routines for which [Kernel side] is not selected are called in the order of the list
displayed in the configurator, and then the routines for which [Kernel side] is not selected are
called in the order of the list displayed in the configurator.

(13) Initializes the program performance counters only when CFG_PERFORM is selected.

After the above initialization, the kernel enters the multitasking environment.

ivsta_knl is an API implemented to conform to the naming convention of the W[ TRON 4.0
specification, but its actual code is the same as that for vsta_knl. In the header file, ivsta_knl() is
defined as vsta_knl().

319
RENESAS



6.22.13 System Down (vsys_dwn, ivsys_dwn)

C-Language API:
void vsys_dwn (ER type, VW infl, VW inf2, VW inf3);
void ivsys_dwn (ER type, VW infl, VW inf2, VW inf3);

Parameters:
ER type Error type
VW infl System abnormal information 1
VW inf2 System abnormal information 2
VW inf3 System abnormal information 3

Return Parameters:

No parameters are returned to the caller.

Function:

Each service call passes control to the system down routine. The system down routine is assigned
to the kernel domain and is executed in privileged mode.

A value (1 to H'7fffffff) corresponding to the error type must be specified for the parameter type.
Value 0 or smaller values are reserved for system use.

The system down routine is also executed when abnormal operation is detected in the kernel.

Service calls vsys_dwn and ivsys_dwn can be issued in the CPU-locked state and from the CPU
exception handler.

ivsys_dwn is an API implemented to conform to the naming convention of the pITRON 4.0
specification, but its actual code is the same as that for vsys_dwn. In the header file, ivsys_dwn is
defined as vsys_dwn.

As these service calls use a TRAPA instruction in the same way as in the other service calls, they
must not be issued while SR.BL = 1. To pass control to the system down routine while SR.BL =1,
call the system down routine directly.

Reference: Section 8.10, System Down Routine
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6.22.14 Acquire Trace Information (vget_trc, ivget_trc)

C-Language API:
ER ercd = vget_trc (VW paral, VW para2, VW para3, VW para4);
ER ercd = ivget trc (VW paral, VW para2, VW para3, VW para4);

Parameters:
VW paral Parameter 1
VW para2 Parameter 2
VW para3 Parameter 3
VW para4 Parameter 4
Return Parameters:
ER ercd Normal termination (E_OK)

Error Codes:

None

Function:
A trace of information required by the user is obtained.

Parameters paral to para4 can be used freely by the user to distinguish the information to be
acquired.

The acquired trace information can be displayed by using a debugging extension.

If CFG_TRACE is not selected by the configurator, this service call always ends normally and
does not perform any processing.

ivget_trc is an API implemented to conform to the naming convention of the pITRON 4.0
specification, but its actual code is the same as that for vget_trc. In the header file, ivget_trc is
defined as vget_trc.
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6.22.15  Acquire Start of Interrupt Handler as Trace Information (ivbgn_int)
C-Language API:
ER ercd = ivbgn int (UINT dintno) ;
Parameters:
UINT dintno Interrupt handler number
Return Parameters:

ER ercd Normal termination (E_OK)

Error Codes:

None

Function:

This API is implemented only in the C-language interface to ensure the compatibility with the
HI7000/4 series. In the C-language interface, this is defined as follows.

#define ivbgn_ int (dintno) E _OK /* Always returns E OK. */

This kernel always acquires trace information about the start and end of interrupt handlers when
CFG_TRACE is selected.
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6.22.16 Acquire End of Interrupt Handler as Trace Information (ivend_int)
C-Language API:

ER ercd = ivend int (UINT dintno) ;
Parameters:

UINT dintno Interrupt handler number

Return Parameters:

ER ercd Normal termination (E_OK)

Error Codes:

None

Function:

This API is implemented only in the C-language interface to ensure the compatibility with the
HI7000/4 series. In the C-language interface, this is defined as follows.

#define ivend int (dintno) E OK /* Always returns E OK. */

This kernel always acquires trace information about the start and end of interrupt handlers when
CFG_TRACE is selected.
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6.22.17 Change DSP (TA_COPO0) Attribute (vchg_cop)
C-Language API:
ER_UINT oldatr = vchg_cop (ATR newatr) ;
Parameters:
ATR newatr Attribute after change
Return Parameters:
ER_UINT oldatr Attribute before change (a positive value or 0) or error
code
Error Codes:
E_RSATR [pl Reserved attribute
(1) The bits other than TA COP0 in newatr are not 0.
E_CTX [k] Context error
(1) Called in a non-task context.
E_ILUSE [k] Illegal use of service call
(1) Called in a program with the TA COP1 or TA_COP2 attribute

Function:

Service call vchg_cop changes the current TA_COPO attribute of the caller to that specified by
newatr.

This service call is implemented to refine the control of DSP standby function.

This service call changes the current attribute of the caller (a task when called from the task, a task
exception processing routine when called from the routine, or an extended service call or trap
routine when called from the routine that has been called in a task context).

The change is temporary, just for this one time.

For a task, after it is completed and then initiated again, the attribute returns to the initial state
specified at task creation.

For a task exception processing routine, after it is completed and then initiated again, the attribute
returns to the initial state defined at creation of the task exception processing routine.

For an extended service call or trap routine called in a task context, the attribute change is only
valid in the context of the current task being executed. When the routine is called again from
another task after that, the attribute returns to the initial state specified at definition of the routine.

The following can be specified for newatr. FPU-related attributes (TA_COP1 and TA_COP2)
cannot be specified.
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e TA_COPO (H'00000100): The task or routine uses the DSP.
e TA_NULL (H'00000000): The task or routine does not use the DSP.

The attribute before change (TA_COPO or TA_NULL) is returned through oldatr.
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6.23 Interrupt Management

Table 6.44 Service Calls for Interrupt Management
System State”®

Service Call" Description T/N/E/D/U/L/C
def_inh Defines interrupt handler T/E/D/U
idef_inh N/E/D/U
chg_ims Changes interrupt mask T/E/D/U
ichg_ims N/E/D/U
get_ims Refers to interrupt mask T/E/D/U
iget_ims N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.45 Interrupt Management Specifications

Item Description
Interrupt handler number A multiple of H'20 within the range from 0 to CFG_MAXINTNO (H'3fe0
max.)

Interrupt handler attributes TA_HLNG: The handler is written in a high-level language.
TA_ASM: The handler is written in assembly language.
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6.23.1 Define Interrupt Handler (def_inh, idef _inh)

C-Language API:
ER ercd = def_inh(INHNO inhno, T DINH *pk dinh);
ER ercd = idef_ inh(INHNO inhno, T DINH *pk dinh);

Parameters:
INHNO inhno Interrupt handler number
T_DINH *pk_dinh Pointer to the packet where the definition information

of interrupt handler is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR inhatr; 0 4 Handler attribute
FP inthdr; +4 4 Handler address
UINT inhsr; +8 4 SR at initiation
}T DINH;
Error Codes:
E_RSATR [p] Reserved attribute

(1) The bits other than TA ASM in inhatr are not 0.
E_PAR [pl] Parameter error
(1) inhno after being rounded down to a multiple of 0x20 is O,
H'20, H'140, H'160, or a value larger than CFG_MAXINTNO.
(2) pk_dinh is not a 4-byte boundary address.
(3) inthdr is an odd value.

E_MACV [m] Memory access violation

Function:

Each service call defines an interrupt handler. The interrupt handler is assigned to the kernel
domain and is executed in privileged mode.

The actual codes of these service calls are the same as that for def_exc, which means that these
service calls can be used to define a CPU exception handler and def_exc can be used to define an
interrupt handler.

The following describes each parameter function.

(1) inhno
Parameter inhno is an interrupt handler number. Specify an INTEVT code of the CPU for the
interrupt handler number. inhno is rounded down to a multiple of H'20 during processing.
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Note that the interrupt code (INTEVT code) and exception code (EXPEVT code) are managed in
the same code system in the SH microcomputer. This service call does not check whether the
specified inhno value is an interrupt code or an exception code. If an exception code is specified,
the service call operates in the same way as def_exc.

For some INTEVT and EXPEV codes, no handlers can be defined, or even when handlers can be
defined, the handlers will not work. Table 6.46 shows these cases.

Table 6.46 Exceptional INTEVT and EXPEVT Codes

INTEVT CPU Operation for Specified Interrupt or Exception
or
EXPEVT Handler CFG_PROTMEM Is
Code Cause Definition  Not Selected CFG_PROTMEM Is Selected
0 Power-on reset or H-UDI Not Branches to the reset vector (H'A0000000).

reset possible
H'20 Manual reset Not

possible

H'40 TLB miss exception (read)  Possible Initiates the defined The kernel updates the TLB.
H'60 TLB miss exception handler. * If the TLB cannot be updated,

(write) the kernel initiates the

memory access violation
handler. The defined handler
is never executed; its

H'AO TLB protection violation
exception (read)

H'CO TLB protection violation definition has no effect.
exception (write)

H'140 Instruction TLB multiple- Not Branches to the reset Branches to the reset vector
hit exception or data TLB possible vector (H'A0000000). *  (H'A0000000).
multiple-hit exception

H'160 TRAPA instruction Not According to the trap number, a kernel service call or
possible user-defined trap routine is executed.

Note: This type of exception will not occur usually unless the application enables the MMU.

Do not specify the following codes.

(a) CFG_TIMINTNO

CFG_TIMINTNO is an interrupt number used in the standard timer driver when
CFG_OPTTMR is not selected. If a handler is specified for this number, the standard timer
driver will not operate correctly.

(b) H'400, H'420, and H'440
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These are interrupt numbers used in the optimized timer driver when CFG_OPTTMR is
selected. If a handler is specified for any one of these numbers, the optimized timer driver will
not operate correctly.

When def_ovr is not installed, H'440 is not used in the optimized timer driver and an interrupt
handler can be defined for this number.

(2) inhatr

Specify either one of the following values.

e TA_HLNG (H'00000000): High-level language
e TA_ASM (H'00000001): Assembly language

(3) inhsr
inhsr is a parameter not specified in the WITRON specification.

Parameter inhsr specifies the value of the status register (SR) on startup of the interrupt handler.
inhsr is specified using the same bit position as the SR. Note that the SR value becomes as shown
below when an interrupt handler is actually initiated; only the block (BL) and interrupt mask level
(IMASK) bits take effect and the other bits are ignored. A value equal to or greater than the level
of the target interrupt should always be specified as the interrupt mask bits. If a value lower than
the interrupt level is specified, correct system operation is not guaranteed.

e Mode (MD) bit: Always 1

e Register bank (RB) bit: Always 0

e Block (BL) bit: Set to the inhsr value.

e DSP bit (SH4AL-DSP): 0

e FPU disable (FD) bit (SH-4A): 1

o Interrupt mask level (IMASK) bits: Set to the inhsr value if the INTMU bit in the CPUOPM

register is 0 when the kernel is started. If the INTMU bit is 1, the level of the generated
interrupt is set here.

e Other bits: Undefined

When pk_dinh = NULL (0) is specified, the definition of the interrupt handler is cancelled.

If this service call is issued while an interrupt handler has been defined, the previous definition is
canceled and replaced with the new definition.

An interrupt handler can be statically defined through the configurator.
If an interrupt for a number for which no handler has been defined occurs, control is passed to the

system down routine.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_dinh, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dinh
— size = sizeof(T_DINH)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_dinh->inthdr, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base= pk_dinh->inthdr
—size=1
— domid = Kernel domain
— pmmode = TPM_READ
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6.23.2 Change Interrupt Mask (chg_ims, ichg_ims)

C-Language API:
ER ercd = chg ims (IMASK imask) ;
ER ercd = ichg ims (IMASK imask) ;
Parameters:
IMASK imask Interrupt mask value
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_PAR [pl Parameter error
(1) A value other than SR_IMS00 to SR_IMS15 was specified for
imask.
E_CTX [k] Context error
(1) Called in CPU-locked state in a task context

Function:
Each service call changes the current interrupt mask to the level specified by imask.
The imask can be specified as follows:

e SR_IMSnn (H'0000000m): Changes interrupt mask level to nn.
nn: Character string indicating two-digit decimal number from O to 15 (00, 01, 02, ..., 15).

m: nn converted to a hexadecimal number.

Note the following precautions for the period while the interrupt mask is changed to a non-zero
value through this service call in a task context.

1. Tasks are not scheduled, that is, the system enters dispatch-disabled state. No service call
shifting a task to the WAITING state can be issued. If attempted, an E_CTX error is returned.

2. No task exception processing routine is initiated.
3. Interrupts having a level lower than the imask value are disabled.

Neither loc_cpu nor unl_cpu can be issued. If attempted, an E_CTX error is returned.

Use service call chg_ims or ichg_ims when changing the interrupt mask level in the following
cases. The SR can be directly changed when changing the interrupt mask level in the other cases.

1. When the interrupt mask level is changed from level O to a level other than O in a task context.

2. When the interrupt mask level is returned to O after the above case.
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Otherwise, normal system operation cannot be guaranteed.

Note that service calls must not be issued while the interrupt mask level is made higher than the
kernel interrupt mask level (CFG_KNLMSKLVL) unless this service call is used to lower the
interrupt mask level to a level equal to or below the kernel interrupt mask level. Otherwise, normal
system operation cannot be guaranteed.
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6.23.3 Refer to Interrupt Mask (get_ims, iget_ims)
C-Language API:
ER ercd = get_ims (IMASK *p_imask) ;
ER ercd = iget_ims (IMASK *p_imask) ;
Parameters:
IMASK *p_imask Start address of the area where the interrupt
mask level is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
IMASK *p_imask Start address of the area where the interrupt
mask level is stored
Error Codes:
E_PAR [p] Parameter error
(1) p_imask is not a 4-byte boundary.

E_MACV [m] Memory access violation

Function:

Each service call refers to the interrupt mask bits (IMASK bits) of the current CPU status register

(SR) and returns the interrupt mask level to the area indicated by p_imask.

The value to be returned to p_imask has the same format as parameter imask used by service call

chg_ims.
Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_imask, which
means that an error will be returned if prb_mem is issued with the following parameters.

— base = p_imask

— size = sizeof(IMASK)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.24

Extended Service Call and Trap Management

Table 6.47 Service Calls for Service Call Management

System State”®

Service Call" Description T/N/E/D/U/L/C
def_svc Defines extended service call T/E/D/U
idef_svc N/E/D/U
cal_svc Issues extended service call T/E/D/U
ical_svc N/E/D/U
vdef_trp Defines trap T/E/D/U
ivdef_trp N/E/D/U
Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler
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Table 6.48 Service Call Management Specifications

Item Description

Function code of extended service call 1 to CFG_MAXSVCCD (32767 max.)

Extended service call routine attributes TA_HLNG: High-level language
TA_ASM: Assembly language
TA_COPO: The routine uses the DSP.
TA_COP1: The routine uses register bank 0 in the FPU.
TA_COP2: The routine uses register bank 1 in the FPU.

Trap number 16 to CFG_MAXTRPNO (255 max.)

Note that 0 to 15 are reserved for the kernel use and
cannot be specified.

Trap routine attributes TA_HLNG: High-level language
TA_ASM: Assembly language
TA_COPO: The routine uses the DSP.
TA_COP1: The routine uses register bank 0 in the FPU.
TA_COP2: The routine uses register bank 1 in the FPU.

The extended service call and trap have the following features.

e Both the extended service call routine and trap routine are executed in privileged mode, and
the access types that are prohibited in the user domain are allowed.

e These routines can be called without being linked to a program.

e When an extended service call or a trap is called in a task context, the task exception
processing routine is not initiated while the extended service call or trap routine is being
executed.

e When an extended service call or a trap is called in a task context, the WAITING-disabled
state is entered if a rel_wai service call is issued while the extended service call or trap routine
is being executed.
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6.24.1 Define Extended Service Call (def_svc, idef_svc)

C-Language API:
ER ercd = def_svc (FN fncd, T _DSVC *pk dsvc);
ER ercd = idef_svc (FN fncd, T _DSVC *pk dsvc);

Parameters:
FN fncd Function code of extended service call
T_DSVC *pk_dsvc Start address of the extended service call routine

definition information
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR svcatr; 0 4 Extended service call routine attribute
FP svcrtn; +4 4 Extended service call routine address
UW inifpscr; +8 4 Initial FPSCR value
}T_DSvC;
Error Codes:
E_RSATR [p] Reserved attribute

(1) The bits other than TA COPO, TA COP1l, TA COP2, and TA ASM
in svcatr are not 0.

(2) TA_COPO is specified for svcatr while CFG DSP is not
selected.

(3) TA _COP1 is specified for svcatr while CFG_FPU is not
selected.

(4) TA_COP2 is specified for svcatr while TA COP1l is not
specified.

(5) Both TA COPO0 and TA COP1l are specified for svcatr.

E_PAR [p] Parameter error

(1) fned £ 0

(2) fnecd > CFG MAXSVCCD

(3) pk_dsvc is not a 4-byte boundary address.

(4) svcrtn is an odd value.

E_MACV [m] Memory access violation

Function:

Service calls def_svc and idef_svc define an extended service call routine. The extended service
call routine is called through cal_svc.
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The extended service call routine is assigned to the kernel domain and is executed in privileged
mode.

Note that the following states do not change before and after the extended service call routine is
initiated and terminated.

e Task or non-task context
e Dispatch-disabled or enabled state
e (CPU-locked or unlocked state

While the extended service call routine called from a task is being executed, the task exception
processing routine for that task is not initiated. When rel_wai is issued for that task, the task enters
the WAITING-disabled state.

The following describes each parameter function.

(1) fncd
Parameter fncd specifies the function code for the extended service call routine. Specify a value
within the range from 1 to CFG_MAXSVCCD.

(2) svcatr
Specify the logical OR of the following (a) to (c) values for svcatr.

(a) Language
Specify either one of the following values.

— TA_HLNG (H'00000000): High-level language
— TA_ASM (H'00000001): Assembly language

(b) Using a microcomputer with an on-chip DSP (when CFG_DSP is selected))
Specify TA_COPO to use the DSP.
— TA_COPO (H'00000100): The routine uses the DSP.

(c) Using a microcomputer with an on-chip FPU (when CFG_FPU is selected)

Specify TA_COP1 to use the FPU for floating-point operations. Specify TA_COP2 in addition

to TA_COP1 when using both banks of the FPU for matrix operations.

— TA_COP1 (H'00000200): The routine uses FPU register bank 0 (FPRO_BANKO to
FPR15_BANKO) and FPUL.

— TA_COP2 (H'00000400): The routine uses FPU register bank 1 (FPRO_BANKI1 to
FPR15_BANK1).

To specify TA_COP2, be sure to specify TA_COPI1 together; otherwise, an E_RSATR
error will be returned.

Also refer to description (4), inifpscr.
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(3) svcrtn

Parameter svcrtn specifies the start address of the extended service call routine.

(4) inifpscr
inifpscr is a parameter not specified in the pLITRON specification.

It is valid only when CFG_FPU is selected and the TA_COP1 attribute is specified. In other cases,
it is ignored.

inifpscr specifies the FPSCR value at initiation. The kernel sets the inifpscr value in FPSCR
without checking an error in the inifpscr value.

Also refer to the following.

Reference: Section 15, Notes on FPU

An extended service call routine can also be defined statically by the configurator.
Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_dsvec, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dsvc
— size = sizeof(T_DSVC)
— domid = Domain of the caller
— pmmode = TPM_READ

(2) The kernel domain does not have a read access permission for pk_dsvc->svcrtn, which means
that an error will be returned if prb_mem is issued with the following parameters.

— base= pk_dsvec->svertn
—size=1

— domid = Kernel domain
— pmmode = TPM_READ
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6.24.2 Issue Extended Service Call (cal_svc, ical_svc)

C-Language API:
ER_UINT ercd = cal_svc (FN fncd, VP_INT parl, VP_INT par2, VP_INT par3, VP_INT
par4) ;
ER _UINT ercd = ical svc (FN fncd, VP_INT parl, VP_INT par2, VP_INT par3, VP_INT

par4) ;
Parameters:
FN fncd Function code of extended service call
VP_INT parl Parameter 1
VP_INT par2 Parameter 2
VP_INT par3 Parameter 3
VP_INT par4 Parameter 4

Return Parameters:
ER_UINT ercd Return value from service call
Error Codes:

E_RSFN [k] Reserved function code (fncd is invalid or cannot be used)

Function:

Each service call executes the extended service call routine corresponding to the function code
specified by parameter fncd.

parl to par4 are passed to the extended service call routine as parameters.
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6.24.3 Define Trap Routine (vdef_trp, ivdef_trp)

C-Language API:
ER ercd = vdef trp(UINT dtrpno, VT_DTRP *pk dtrp);
ER ercd = ivdef trp(UINT dtrpno, VT _DTRP *pk dtrp);

Parameters:
UINT dtrpno Trap number
VT_DTRP *pk_dtrp Pointer to the packet where the trap routine definition

information is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR trpatr; 0 4 Trap routine attribute
FP trprtn; +4 4 Trap routine address
UW inifpscr; +8 4 Initial FPSCR value
}T_DSvC;
Error Codes:
E_RSATR [p] Reserved attribute

(1) The bits other than TA COPO, TA COP1l, TA COP2, and TA ASM
in trpatr are not 0.

(2) TA_COPO is specified for trpatr while CFG DSP is not
selected.

(3) TA_COP1 is specified for trpatr while CFG_FPU is not
selected.

(4) TA_COP2 is specified for trpatr while TA COP1l is not
specified.

(5) Both TA COPO0 and TA COP1l are specified for trpatr.

E_PAR [p] Parameter error

(1) 0 £ trpno < 15

(2) trpno > CFG_NAXTRPNO

(3) pk_dtrp is not a 4-byte boundary address.

(4) trprtn is an odd value.

E_MACV [m] Memory access violation

Function:

Defines a trap routine using the contents specified by pk_dtrp. The trap routine is called through a
TRAPA instruction with the number specified by dtrpno.
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The trap routine is assigned to the kernel domain and is executed in privileged mode.

Note that the following states do not change before and after the trap routine is initiated and
terminated.

e Task or non-task context
e Dispatch-disabled or enabled state
e (CPU-locked or unlocked state

While the trap routine called from a task is being executed, the task exception processing routine
for that task is not initiated. When rel_wai is issued for that task, the task enters the WAITING-
disabled state.

The following describes each parameter function.

(1) dtrpno
Parameter dtrpno specifies the target TRAPA number. Specify a value within the range from 16 to
CFG_MAXTRPNO. 0 to 15 are reserved numbers for system use and must not be specified.

(2) trpatr
Specify the logical OR of the following values for trpatr.

(a) Language
Specify either one of the following values.

— TA_HLNG (H'00000000): High-level language
— TA_ASM (H'00000001): Assembly language

(b) Using a microcomputer with an on-chip DSP (when CFG_DSP is selected))
Specify TA_COPO to use the DSP.
— TA_COPO (H'00000100): The routine uses the DSP.

(c) Using a microcomputer with an on-chip FPU (when CFG_FPU is selected)

Specify TA_COP1 to use the FPU for floating-point operations. Specify TA_COP2 in addition

to TA_COP1 when using both banks of the FPU for matrix operations.

— TA_COP1 (H'00000200): The routine uses FPU register bank 0 (FPRO_BANKO to
FPR15_BANKO) and FPUL.

— TA_COP2 (H'00000400): The routine uses FPU register bank 1 (FPRO_BANKI to
FPR15_BANK1).

To specify TA_COP2, be sure to specify TA_COPI1 together; otherwise, an E_RSATR
error will be returned.

Also refer to description (4), inifpscr.
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(3) trprtn
Parameter trprtn specifies the start address of the trap routine.

(4) inifpscr
inifpscr is a parameter not specified in the pLITRON specification.

It is valid only when CFG_FPU is selected and the TA_COP1 attribute is specified. In other cases,
it is ignored.

inifpscr specifies the FPSCR value at initiation. The kernel sets the inifpscr value in FPSCR
without checking an error in the inifpscr value.

Also refer to the following.
Reference: Section 15, Notes on FPU
A trap routine can also be defined statically by the configurator.

If a TRAPA instruction for an undefined trap number is executed, E_RSFN is returned through the
RO register.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_dtrp, which means that
an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dtrp
— size = sizeof(VT_DTRP)
— domid = Domain of the caller
— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_dtrp->trprtn, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base= pk_dtrp->trprtn
— size=1
— domid = Kernel domain
— pmmode = TPM_READ
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6.25 System Configuration Management

Table 6.49 Service Calls for System Configuration Management
System State™®

Service Call" Description T/N/E/D/U/L/C
def_exc Defines CPU exception handler T/E/D/U
idef_exc N/E/D/U
ref_cfg Refers to configuration information T/E/D/U
iref_cfg N/E/D/U
ref_ver Refers to version information T/E/D/U
iref_ver N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function

2. T:Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

Table 6.50 System Configuration Management Specifications

Item Description

CPU exception handler number A multiple of H'20 within the range from 0 to CFG_MAXINTNO
(H'3fe0 max.)

CPU exception handler attributes  TA_HLNG: The handler is written in a high-level language.
TA_ASM: The handler is written in assembly language.
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6.25.1 Define CPU Exception Handler (def_exc, idef_exc)
C-Language API:
ER ercd = def_ exc(EXCNO excno, T DEXC *pk_dexc);
ER ercd = idef exc (EXCNO excno, T_DEXC *pk dexc);

Parameters:
EXCNO excno CPU exception handler number
T_DEXC *pk_dexc Start address of the definition information of CPU

exception handler
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ATR excatr; 0 4 Handler attribute
FP exchdr; +4 4 Handler address
UW excsr; +8 4 SR at initiation
}T DEXC;
Error Codes:
E_RSATR [p] Reserved attribute

(1) The bits other than TA ASM in excatr are not 0.
E_PAR [pl] Parameter error
(1) excno after being rounded down to a multiple of 0x20 is O,
H'20, H'140, H'160, or a value larger than CFG_MAXINTNO.
(2) pk_dexc is not a 4-byte boundary address.
(3) exchdr is an odd value.

E_MACV [m] Memory access violation

Function:

Each service call defines a CPU exception handler. The CPU exception handler is assigned to the
kernel domain and is executed in privileged mode.

The actual codes of these service calls are the same as that for def_inh, which means that these
service calls can be used to define an interrupt handler and def_inh can be used to define a CPU
exception handler.

The following describes each parameter function.

(I) excno

Parameter excno specifies a CPU exception handler number. Specify an EXPEVT code of the
CPU. excno is rounded down to a multiple of H'20 during processing.
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Note that the interrupt code (INTEVT code) and exception code (EXPEVT code) are managed in
the same code system in the SH microcomputer. This service call does not check whether the
specified excno value is an exception code or an interrupt code. If an interrupt code is specified,
the service call operates in the same way as def_inh.

For some INTEVT and EXPEV codes, no handlers can be defined, or even when handlers can be
defined, the handlers will not work. Table 6.51 shows these cases.

Table 6.51 Exceptional INTEVT and EXPEVT Codes

INTEVT CPU Operation for Specified Interrupt or Exception
or
EXPEVT Handler CFG_PROTMEM Is
Code Cause Definition  Not Selected CFG_PROTMEM Is Selected
0 Power-on reset or H-UDI Not Branches to the reset vector (H'A0000000).

reset possible
H'20 Manual reset Not

possible

H'40 TLB miss exception (read)  Possible Initiates the defined The kernel updates the TLB.
H'60 TLB miss exception handler. * If the TLB cannot be updated,

(write) the kernel initiates the

memory access violation
handler. The defined handler
is never executed; its

H'AO TLB protection violation
exception (read)

H'CO TLB protection violation definition has no effect.
exception (write)

H'140 Instruction TLB multiple- Not Branches to the reset Branches to the reset vector
hit exception or data TLB possible vector (H'A0000000). *  (H'A0000000).
multiple-hit exception

H'160 TRAPA instruction Not According to the trap number, a kernel service call or
possible user-defined trap routine is executed.

Note: This type of exception will not occur usually unless the application enables the MMU.

Do not specify the following codes.

(a) CFG_TIMINTNO

CFG_TIMINTNO is an interrupt number used in the standard timer driver when
CFG_OPTTMR is not selected. If a handler is specified for this number, the standard timer
driver will not operate correctly.

(b) H'400, H'420, and H'440
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These are interrupt numbers used in the optimized timer driver when CFG_OPTTMR is
selected. If a handler is specified for any one of these numbers, the optimized timer driver will
not operate correctly.

When def_ovr is not installed, H'440 is not used in the optimized timer driver and an interrupt
handler can be defined for this number.

(2) excatr

Specify either one of the following values.

e TA_HLNG (H'00000000): High-level language
e TA_ASM (H'00000001): Assembly language

(3) excsr

excsr is a parameter not specified in the pITRON specification.

Parameter excsr specifies the value of the status register (SR) on startup of the interrupt handler.
excsr is specified using the same bit position as the SR. Note that the SR value becomes as shown
below when a CPU exception handler is actually initiated; only the block (BL) bit takes effect and
the other bits are ignored.

e Mode (MD) bit: Always 1

e Register bank (RB) bit: Always 0

e Block (BL) bit: Set to the excsr value.

e Other bits: Value before the CPU exception occurs

When pk_dexc = NULL (0) is specified, the definition of the CPU exception handler is cancelled.

If this service call is issued while a CPU exception handler has been defined, the previous
definition is canceled and replaced with the new definition.

A CPU exception handler can be statically defined through the configurator.

If a CPU exception for a number for which no handler has been defined occurs, control is passed
to the system down routine.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following cases.

(1) The domain of the caller does not have a read access permission for pk_dexc, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_dexc
— size = sizeof(T_DEXC)
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— domid = Domain of the caller
— pmmode = TPM_READ
(2) The kernel domain does not have a read access permission for pk_dexc->exchdr, which means

that an error will be returned if prb_mem is issued with the following parameters.
— base= pk_dexc->exchdr

— size=1

— domid = Kernel domain

— pmmode = TPM_READ
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6.25.2 Refer to Configuration Information (ref_cfg, iref_cfg)

C-Language API:

ER ercd = ref cfg(T _RCFG *pk rcfg);
ER ercd = iref cfg(T_RCFG *pk rcfg);

Parameters:

T_RCFG *pk_rcfg Pointer to the packet where the configuration

information is to be returned

Return Parameters:
ER ercd

Normal termination (E_OK) or error code

T_RCFG *pk_rcfg Pointer to the packet where the configuration

information is stored

Packet Structure:
typedef struct {

D maxtskid; 0
ID rsv; +2
1D maxsemid; +4
D maxflgid; +6
D maxdtqgid; +8
D maxmbxid; +10
1D maxmtxid; +12
1D maxmbfid; +14
ID maxmplid; +16
D maxmpfid; +18
D maxcycid; +20
D maxalmid; +22
ID maxs_fncd; +24
D maxdomid; +28
D maxmppid; +30
D maxmbpid; +32
}T RCFG;
Error Codes:
E_PAR [p] Parameter error

NN DN NN NN N NDNDN

N

Maximum

task ID

(Reserved)

Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
service
Maximum
Maximum

Maximum

semaphore ID

event flag ID

data queue ID

mailbox ID

mutex ID

message buffer ID
variable-size memory pool ID
fixed-size memory pool ID
cyclic handler ID

alarm handler ID

function code of extended
call

domain ID

protected memory pool ID

protected mailbox ID

(1) pk_rcfg is not a 4-byte boundary address.

E_MACV [m] Memory access violation
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Function:

Each service call returns the system configuration information to the area indicated by pk_rcfg.

The following parameters are returned to the packet specified by pk_rcfg. The name enclosed in

parentheses is the corresponding items to be set in the configurator.

e maxtskid: Returns the maximum task ID (CFG_MAXTSKID)

e maxsemid: Returns the maximum semaphore ID (CFG_MAXSEMID)

e maxflgid: Returns the maximum event flag ID (CFG_MAXFLGID)

e maxdtqid: Returns the maximum data queue ID (CFG_MAXDTQID)

e maxmbxid: Returns the maximum mailbox ID (CFG_MAXMBXID

e maxmtxid: Returns the maximum mutex ID (CFG_MAXMTXID)

e maxmbfid: Returns the maximum message buffer ID (CFG_MAXMBFID)

e maxmplid: Returns the maximum variable-size memory pool ID (CFG_MAXMPLID)
e maxmpfid: Returns the maximum fixed-size memory pool ID (CFG_MAXMPFID)

e maxcycid: Returns the maximum cyclic handler ID

CFG_MAXCYCID + 1 is returned when CFG_ACTION is selected; otherwise,
CFG_MAXCYCID is returned. In the former case, the cyclic hander with ID
CFG_MAXCYCID + 1 indicates the cyclic hander used by the debugging extension.

e maxalmid: Returns the maximum alarm handler ID (CFG_MAXALMID)
o maxs_fncd: Returns the maximum extended SVC function code (CFG_MAXSVCCD)
¢ maxdomid: Maximum domain ID (always 31)
e maxmppid: Maximum protected memory pool ID (CFG_MAXMPPID)
0 is returned when the memory object protection function is not selected.
e maxmbpid: Maximum protected mailbox ID (CFG_MAXMBPID)
0 is returned when the memory object protection function is not selected.

The members of the T_RCFG structure are not defined in the pITRON specification; the pITRON

specification does not define anything about the contents of the T_RCFG structure.
Error Detection through CFG_MEMCHK:
An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rcfg, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rcfg
— size = sizeof(T_RCFG)

— domid = Domain of the caller

RENESAS
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— pmmode = TPM_READ|TPM_WRITE
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6.25.3 Refer to Version Information (ref_ver, iref_ver)
C-Language API:

ER ercd = ref_ver (T _RVER *pk rver);

ER ercd = iref_ ver (T _RVER *pk rver);

Parameters:
T_RVER *pk_rver Pointer to the packet where version information is to be
returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T_RVER *pk_rver Pointer to the packet where version information is
stored
Packet Structure:
typedef struct {
UH maker; 0 2 Manufacturer
UH prid; +2 2 Identification number
UH spver; +4 2 Specification version
UH prver; +6 2 Product version
UH prno [4]; +8 8 Product management information
UH pxver; +16 2 Version number of the protection
function extension of PITRON4.O0
specification
}T RVER;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rver is not a 2-byte boundary address.

E_MACV [m] Memory access violation

Function:

Each service call reads information on the version of the kernel currently in use and returns it to
the area indicated by pk_rver.

The following information is returned to the packet indicated by pk_rver.

(1) maker

Parameter maker indicates the manufacturer of this kernel. The value for this kernel is H'0115,
which means Renesas.
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(2) prid
Parameter prid indicates the number to identify the OS or VLSI type. The value for this kernel is
H'12.

(3) spver
Parameter spver indicates the specifications to which the kernel conforms to, as follows.

e Bits 15 to 12: MAGIC (Number to identify the TRON specification series)
H'S (WITRON specifications) for this kernel

e Bits 11 to 0: SpecVer (Version number of the TRON specification on which the product is
based)
H'402 (version 4.02) for this kernel

(4) prver
Parameter prver indicates the version number of the kernel. For example, the value is H'012D
when the version of the kernel is V.1.02.13.456.

(5) prno
Parameter prno indicates the product management information and the product number.
The prno[0] to prno[3] values of this kernel are all H'0000.

(6) pxver
Parameter pxver indicates the version of the protection function extension of the pITRON 4.0
specification which the kernel conforms to. The value for this kernel is H'0100 (Ver.1.00).

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rver, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rver
— size = sizeof(T_RVER)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.26 Memory Object Management Function

Table 6.52 Service Calls for Memory Object Management
System State™®

Service Call" Description T/N/E/D/U/L/C

sac_mem Changes access permission vector for memory T/E/D/U
object

prb_mem Checks access right for memory area T/E/D/U

ref_mem Refers to memory object state T/E/D/U

vloc_tlb Locks TLB entry T/E/D/U

vunl_tlb Unlocks TLB entry T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function

2. T:Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

The address space is classified into MMU mapped areas and MMU non-mapped areas. All
memory objects must be allocated in MMU mapped areas. For details, refer to the following.
Reference: Section 5, Logical Address Space

Access to memory objects are controlled according to the attribute and access permission vector
assigned to each memory object. For details, refer to the following.

Reference: Section 4.21, Memory Object Protection Function
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6.26.1 Change Access Permission Vector for Memory Object (sac_mem)
C-Language API:

ER ercd = sac_mem(VP base, ACVCT *p_acvct);

Parameters:
VP base Memory object address
ACVCT *p_acvct Address of the packet where access permission vector for

the memory object is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {

ACPTN acptnl; 0 4 Write access permission pattern
ACPTN acptn2; +4 4 Read access permission pattern
}ACVCT;
Error Codes:
E_PAR [p] Parameter error

(1) p_acvect is invalid.
(2) p_acvct is not a 4-byte boundary address.
E_CTX [k] Context error (Called in a non-task context)
E_ILUSE [k] Illegal use of service call
(1) The memory object including the address specified by base
is placed in the protected mailbox queue
(2) The memory object including the address specified by base
contains a TLB-locked page.
E NOEXS k1] Undefined
(1) The memory object including the address specified by base
does not exit.

E_MACV [m] Memory access violation

Function:

Service call sac_mem changes the access permission vector for the memory object including the
address specified by base to a new access permission vector specified by p_acvct. If either one of
the following memory objects is specified, an E_ILUSE error is returned.

e A protected memory block placed in a protected mailbox queue

¢ A memory object containing a TLB-locked page
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Table 6.53 shows the access permission vectors that can be specified for p_acvct. They cannot be
ORed when specified. If a value that is not listed in the table is specified, an E_PAR error is
returned. Note that if the specified vector does not match the access permission for the calling
domain, no error is returned. A memory object with the TA_RO attribute cannot be written to by
any program, even from the kernel domain, regardless of the specified write access permission
pattern.

Table 6.53 Specifiable Access Permission Vector

Access Permission acptni1 (Write Access acptn2 (Read Access
Vector Permission Pattern) Permission Pattern)
TACT_KERNEL TACP_KERNEL TACP_KERNEL
TACT_PRW(domid) * TACP(domid) * TACP(domid) *
TACT_PRO(domid) * TACP_KERNEL TACP(domid) *
TACT_SRW TACP_SHARED TACP_SHARED
TACT_SRO TACP_KERNEL TACP_SHARED
TACT_SRPW(domid) * TACP(domid) * TACP_SHARED
Note: For parameter domid in these macros, a value within the range from 1 to 31 can be
specified.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The calling domain does not have a read access permission for p_acvct, which means that an
error will be returned if prb_mem is issued with the following parameters.
— base = p_acvct
— size = sizeof(ACVCT)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.26.2 Check Access Permission for Memory Area (prb_mem)
C-Language API:
ER ercd = prb _mem(VP base, SIZE size, ID domid, MODE pmmode) ;

Parameters:
VP base Start address of memory area
SIZE size Size of memory area (number of bytes)
ID domid ID of the domain accessing the memory area
MODE pmmode Access mode

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:
E_ID [p] Invalid ID number
(1) domid < -1
(2) domid > 31
E_PAR [pl Parameter error
(1) pmmode is invalid.
(2) size =0
(3) base + size exceeds 32 bits.
E_CTX [k] Context error
(1) Called in a non-task context.
E_OBJ [k] Invalid object
(1) The address specified by base is included in a memory
object, but the address specified by (base + size - 1) is
outside the memory object.
E NOEXS (k1] Undefined
(1) The memory object including the address specified by base
does not exist.
E_MACV [m] Memory access violation (For the detailed error conditions,

refer to Function below.)

Function:

Service call prb_mem checks whether the domain specified by domid has the access permission
for the memory area which starts from the address specified by base and has the size specified by
parameter size, and returns E_OK when the access is allowed.

The following values can be specified for domid.

(a) 1 to 31: User domain with the specified domid.
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(b) TDOM_SELF(0): Calling domain. When this service call is issued by an extended service call
or trap routine being executed in a task context, the domain of the task that called the routine
(the domain ID that can be acquired through get_did issued in the extended service call or trap
routine) is specified.

(c) TDOM_KERNEL(-1): Kernel domain.

Parameter pmmode specifies the access type to be checked. Either one or both of the following
values can be specified for pmmode.

e TPM_READ (H'00000001): Checks whether read access is allowed.
e TPM_WRITE (H'00000002): Checks whether write access is allowed.

In specific, the following three modes can be specified.

(1) TPM_READ
Checks whether read access is allowed.
(2) TPM_WRITE

Checks whether write access is allowed. In this kernel, read access is always allowed when
write access is allowed, which means that this mode is actually the same as specification (3)
below.

(3) TPM_READ|TPM_WRITE

Checks whether both read access and write access are allowed.

The processing of this service call depends on whether the address specified by base is included in
a memory object, as shown below.

(1)  When base specifies an address in the MMU mapped area

When there is no memory object that includes the address specified by base, an E_NOEXS error is
returned.

When a memory object includes the address specified by base but the specified area extends
beyond the memory object, an E_OBJ error is returned.

In either of the following cases, an E_MACYV error is returned.

e TPM_WRITE is specified for pmmode, and the memory object has the TA_RO attribute.

e domid specifies a user domain, and the access permission vector assigned for the memory
object does not allow the domain specified by domid to access in the mode specified by
pmmode.
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(2) When base specifies an address in the MMU non-mapped area

pmmode is ignored, and domid is only used for distinction between the kernel domain and a user
domain.

(a) When base specifies a logical address in the on-chip memory

This is the case when "MMU non-mapped area, accessible in any mode" or "MMU non-
mapped area, not accessible in user non-DSP mode" is specified for CFG_IRAMUSAGE
through the configurator and parameter base specifies an address in an on-chip memory area
specified in "On-chip memory list". Note that when "MMU mapped area" is specified,
description (1), When base specifies an address in the MMU mapped area, is applied.

When (base + size — 1) is outside the on-chip memory area, an E_OBJ error is returned.

In other cases, E_OK is returned when "MMU non-mapped area, accessible in any mode" is
specified. When "MMU non-mapped area, not accessible in user non-DSP mode" is specified,
E_MACYV is returned if domid specifies a user domain. Note that this service call always
returns an error in this case while in actual operation, the on-chip memory can be accessed
even from a user domain (SR.MD = 0) while SR.DSP = 1. When domid specifies the kernel
domain, E_OK is returned.

(b) P3 or P4 area

When the area specified by base and size overlaps the P3 or P4 area, an E_MACYV error is
returned.

As the P3 area must not be used in this kernel, E_MACYV is always returned.
The P4 area is accessible only from the kernel domain (privileged mode). However, the P4
area is outside the scope of inspection by this service call and this service call always returns
E_MACV.

(c) Other cases (P1 or P2 area)
Any user domain must not access these areas. When domid specifies a user domain, an
E_MACY error is returned. When domid specifies the kernel domain, E_OK is returned.
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6.26.3 Refer to the Memory Object State (ref_mem)

C-Language API:
ER ercd = ref mem(VP base, T_RMEM *pk rmem) ;

Parameters:
VP base Memory object address
T RMEM *pk_rmem Address of the packet where the memory object state is to

be returned

Return Parameters:

ER ercd Normal termination (E_OK) or error code
T RMEM *pk_rmem Address of the packed where the memory object state is
stored

Packet Structure:
typedef struct {
ACVCT acvcet; 0 8 Access permission vector for the
memory object
}T RMEM;
typedef struct {
ACPTN acptnl; 0 4 Write access permission pattern
ACPTN acptn2; +4 4 Read, management, and reference access
permission pattern
}ACVCT;
Error Codes:
E_PAR [p] Parameter error
(1) pk_rmem is not a multiple of four.
E_CTX [k] Context error
(1) Called in a non-task context.
E_NOEXS [k] Undefined
(1) The memory object including the address specified by base
does not exist.

E_MACV [m] Memory access violation

Function:

Service call ref_mem refers to the state of the memory object that includes the address specified
by base and returns the access permission vector (acvct) assigned for the memory object to the
area specified by pk_rsem.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The calling domain does not have a read/write access permission for pk_rmem, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmem
— size = sizeof(T_RMEM)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.26.4 Lock TLB Entry (vloc_tlb)
C-Language API:

ER ercd =
Parameters:
VP

base

Return Parameters:

ER
Error Codes:
E_PAR

E CTX

E ILUSE

E_NOEXS

Function:

ercd

[k]

(k]

vloc_tlb (VP base) ;

Address in a page which is to be locked in TLB
Normal termination (E_OK) or error code

Parameter error

(1) The CFG_MAXLOCPAGE number of pages have been locked.

Context error

(1) Called in a non-task context.

Illegal use of service call

(1) The memory object including the address specified by base
is placed in a protected mailbox queue.

(2) The page including the address specified by base has been
locked.

(3) The memory object including the address specified by base
is not allowed to be locked.

Undefined

(1) The memory object including the address specified by base

does not exist.

Service call vloc_tlb registers in the TLB the MMU page including the memory object address

specified by base and locks the TLB entry. When a page in either one of the following memory
objects is specified, an E_ILUSE error is returned.

e A protected memory block placed in a protected mailbox queue.

e A memory object having one of the combinations of memory attribute and access permission
vector shown in table 6.54.
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Table 6.54 Memory Objects that Cannot be Locked

Access Permission Vector Memory Attribute
TACT_PRO(domid) TA_RW
TACT_SRO TA_RW
TACT_SRPW(domid) TA_RW

When the specified page has already been registered in the TLB but has not been locked, that entry
is purged and the specified page is newly registered in another TLB entry.

When the specified page has already been locked, an E_ILUSE error is returned.
The locked page can be unlocked by a vunl_tlb service call.

After this service call is executed, the number of pages that can be locked in the system decreases
by one. The maximum pages that can be locked is defined for CFG_MAXLOCPAGE through the
configurator.

The locked TLB entry is never deleted, and no TLB miss occurs during access to the
corresponding page. However, note that when a page is locked in the TLB, the rate of TLB miss
for access to the other unlocked pages will increase.

The sac_mem and snd_mbp service calls cannot be used for the memory object including the
locked page.

Before deleting the memory object including the locked page (the operations shown in table 6.55),
be sure to unlock the page. If such an operation is attempted before the page is unlocked, the
number of pages that can be locked will become less than the CFG_MAXLOCPAGE number.

Table 6.55 Memory Object Deleting Operations

Memory Object
Memory Object Including the Address Specified by base Deleting Operation
Stack area acquired from the system pool for the task in a user domain del_tsk, exd_tsk
Fixed-size memory pool area acquired from the system pool del_mpf
Variable-size memory pool area acquired from the system pool del_mpl
Protected memory block acquired from a protected memory pool or rel_mpp
protected memory block received from a protected mailbox
Static memory object None

Also refer to the following.
Reference: Section 10.7.17

Table 10.14 Page Size for SH4AL-DSP or SH-4A without Extended Functions
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6.26.5 Unlock TLB Entry (vunl_tlb)

C-Language API:

ER ercd = vunl_tlb (VP base);

Parameters:
VP base
Return Parameters:
ER ercd

Error Codes:

E_CTX (k]

E_ILUSE [k]

E_NOEXS (k]
Function:

Address in a page which is to be unlocked in TLB

Normal termination (E_OK) or error code

Context error

(1) Called in a non-task context.

Illegal use of service call

(1) The page including the address specified by base has not
been locked.

Undefined

(1) The memory object including the address specified by base

does not exist.

Service call vunl_tlb unlocks the TLB entry for the MMU page including the memory object
address specified by base.

When the page including the specified address has not been locked, an E_ILUSE error is returned.

After this service call is executed, the number of pages that can be locked in the system increases

by one.

Also refer to the following.

Reference: Section 10.7.17

Table 10.14 Page Size for SH4AL-DSP or SH-4A without Extended Functions
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6.27 Protected Memory Pool Management

Table 6.56 Service Calls for Protected Memory Pool Management
System State™

Service Call” Description T/N/E/D/U/L/C
icre_mpp Creates protected memory pool See note 3 below
pget_mpp Polls and gets protected memory block T/E/D/U

rel_mpp Releases protected memory block T/E/D/U

ref_mpp Refers to protected memory pool state T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

3. icre_mpp is dedicated to use in the initial definition routines created by the configurator.
If it is used outside the initial definition routines, correct operation is not guaranteed.

Table 6.57 Protected Memory Pool Management Specifications
Item Description

Protected memory pool ID 1 to CFG_MAXMPPID (31 max.)

Variable-size memory pool VTA_UNFRAGMENT: Sector management
attribute (reducing fragmentation in free space)

Protected memory pools are statically created by the configurator; they cannot be created through
service calls.

Also refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation
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6.27.1 Create Protected Memory Pool (icre_mpp)

C-Language API:
ER ercd = icre_mpp (ID mppid, T _CMPP *pk cmpp) ;

Parameters:
ID mppid Protected memory pool ID
T CMPP *pk_cmpp Pointer to the packet where the protected memory pool

creation information is stored
Return Parameters:
ER ercd Normal termination (E_OK) or error code
Packet Structure:
typedef struct {
ATR mppatr; 0 4 Protected memory pool attribute
SIZE mppsz; +4 4 Size of protected memory pool area
(number of bytes)
VP mpp; +8 4 Start address of protected memory
pool area
VP mppmb ; +12 4 Start address of management area for

protected memory pool

UINT minblksz; +16 4 Minimum block size
UINT sctnum; +20 4 Maximum number of sectors
}T_cmPP;
Error Codes:
E_PAR [k] Parameter error

(1) The mppsz bytes starting from the address specified by mpp
are not in the MMU mapped area.

(2) mpp is not a CFG_PAGESZ boundary address.

(3) The VTA UNFRAGMENT attribute is specified and sctnum = 0.

Function:

Service call icre_mpp creates a protected memory pool with the ID specified by mpfid using the
contents specified by pk_cmpp.

This service call must not be issued in any application. This service call is issued only in the initial
definition routines created by the configurator when creation of protected memory pools is
specified through the configurator. This service call is implemented only for this purpose, and
most error detection functions are omitted.

The following describes each parameter function.
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(1) mppatr
Specify the logical OR of the following values for mppatr.

(a) Order of tasks in the queue for waiting for memory block acquisition
Only TA_TFIFO can be specified.
— TA_TFIFO (H'00000000): Task queue waiting for memory is managed on a FIFO basis.

(b) Read-only or readable/writable attribute specification
Either TA_RW or TA_RO can be specified.

— TA_RW (H'00000000): Readable/writable memory (RAM)
— TA_RO (H'00000001): Read-only memory (ROM)

(c) Cache specification
The following attributes can be specified.
TA_UNCACHE || (TA_CHCHE | [TA_WBACK || TA_WTHROUGH] )

— TA_CACHE (H'00000000): Cached during read/write access

— TA_UNCACHE (H'00000002): Not cached during read/write access

— TA_WBACK (H'00000000): Copy-back operation for write access

— TA_WTHROUGH (H'00000004): Write-through operation for write access

(d) Management method
VTA_UNFRAGMENT can be specified.

— VTA_UNFRAGMENT (H'80000000): Sector management (reducing fragmentation in free
space)

The VTA_UNFRAGMENT attribute is suitable for a memory pool from which a large number

of small memory blocks are to be acquired. When this attribute is specified, small blocks are

collectively allocated in specialized contiguous areas to leave larger possible contiguous areas.

Only when attribute VTA_UNFRAGMENT is specified, sctnum becomes valid. When sctnum
is set to a larger value than mppsz / (4096 x 32), mppsz / (4096 x 32) is assumed.
For details, refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation

(2) mpp and mppsz
Parameter mpp specifies the address of the protected memory pool to be created and mppsz
specifies the size of the protected memory pool.

The specified memory area must be in the MMU mapped area and aligned with a CFG_PAGESZ
boundary; otherwise, an E_PAR error is returned.

(3) minblksz and sctnum

These are parameters not defined in the pITRON specification.
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These parameters are valid only when attribute VTA_UNFRAGMENT is specified but minblksz
is always assumed as CFG_PAGESZ (4096). For details, refer to the above description of attribute
VTA_UNFRAGMENT.

(4)  mppmb

Parameter mppmb specifies the address of the kernel management area. The entity of mppmb is
generated by the configurator. The mppmb address must be in the MMU non-mapped area and in
an area that cannot be accessed in user mode.
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6.27.2 Poll and Get Protected Memory Block (pget_mpp)

C-Language API:
ER_UINT blksz = pget_mpp (ID mppid, UINT memsz, VP *p blk);

Parameters:
ID mppid Protected memory pool ID
UINT memsz Size of memory block to be acquired
VP *p_blk Pointer to the packet where the start address of the

memory block is to be returned
Return Parameters:
ER_UINT blksz Size of acquired memory block (a positive value) or
error code
VP *p_blk Pointer to the packet where the start address of the

memory block is stored

Error Codes:

E_PAR Parameter error

[p] (1) p_blk is not a 4-byte boundary address.

[k] (2) memsz > size of target protected memory pool
E_ID [p] Invalid ID number

(1) mppid £ 0

(2) mppid > CFG_MAXMPPID
E_CTX [k] Context error

(1) Called in a non-task context.
E_NOMEM [k] Insufficient memory

(1) Insufficient space in the resource pool

E NOEXS k1] Undefined
(1) Protected memory pool specified by mppid does not exist.
E_TMOUT [k] Palling failed
E_MACV [m] Memory access violation
Function:

Service call pget_mpp gets a memory block for the size (bytes) specified by memsz which is
rounded up to a multiple of CFG_PAGESZ, from the protected memory pool specified by mppid,
returns the start address of the acquired memory block to the area indicated by p_blk, and returns
the block size through blksz.

The acquired memory block is handled as a memory object having the following attributes.

e Domain: Domain of the calling task, which is the same as the domain ID that can be obtained
by calling get_did.
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e Memory attribute: Same attribute as the protected memory pool specified by mppid (specified
through the configurator)

e Access permission vector:
(a) For the kernel domain: TACT_KERNEL

(b) For a user domain: TACT_PRW (domid)
(domid is the ID of the domain where the target memory block is assigned)

o Start address: A 4-kbyte boundary address

Use sac_mem to change the access permission vector.

After the memory block has been acquired, the size of the free space in the protected memory pool
will decrease by blksz. If there is not sufficient contiguous free space in the protected memory
pool, an E_TMOUT error is returned.

At this time, the kernel consumes an area in the resource pool to manage the acquired memory
blocks as memory objects. For details, refer to the following.

Reference: Section 13.2.3 (3), Protected memory pool: pget_mpp
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_blk, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base=p_blk
— size = sizeof(VP)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.27.3 Release Protected Memory Block (rel_mpp)
C-Language API:
ER ercd = rel mpp (ID mppid, VP blk);

Parameters:
ID mppid Protected memory pool ID
VP blk Start address of memory block

Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error
[p] (1) blk is not a CFG_PAGESZ boundary address.
[k] (2) blk is an address outside the target protected memory pool
area.
E_ID [pl Invalid ID number

(1) mppid £ 0
(2) mppid > CFG_MAXMPPID
E_CTX [k] Context error
(1) Called in a non-task context.
E_ILUSE [k] Illegal use of service call
(1) blk is not the start address of a protected memory block
acquired from the target protected memory pool.
(2) The domain of the protected memory block specified by blk
differs from the domain of the task in RUNNING state.
(3) The protected memory block specified by blk is placed in a
protected mailbox queue.
E_NOEXS [k] Undefined

(1) Protected memory pool specified by mppid does not exist.

Function:

Service call rel_mpp returns the memory block specified by blk to the protected memory pool
specified by mppid.

The start address of the memory block acquired by service call pget_mpp must be specified as
parameter blk.

The specified memory block can be released when the domain of the task in RUNNING state
(domain obtained by get_did) matches the domain of the target memory block; otherwise, an
E_ILUSE error is returned. The following shows examples.
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(1) When the memory block is in domain A and a task in domain B issues this service call, an
E_ILUSE error is returned.

(2) When the memory block is in domain A and the extended service call routine that was called
by a task in the same domain (domain A) issues this service call, the memory block can be
released because "the domain of the task in RUNNING state" is domain A where the task is
assigned even if the extended service call routine is assigned to the kernel domain.

After the memory block has been released, the size of the free space in the protected memory pool
will increase by the size of the released block. The management area allocated in the resource pool
is also released.
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6.27.4 Refer to Protected Memory Pool State (ref_mpp)

C-Language API:
ER ercd = ref mpp (ID mppid, T RMPP *pk rmpp) ;

Parameters:
ID mppid Protected memory pool ID
T RMPP *pk_rmpp Pointer to the packet where protected memory pool state

is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T RMPP *pk_rmpp Pointer to the packet where protected memory pool state
is stored
Packet Structure:
typedef struct {
D wtskid; 0 2 Wait task ID
SIZE fmppsz; +4 4 Total size of available memory area

(number of bytes)

UINT fblksz; +8 4 Maximum memory area available (number
of bytes)
SIZE mppsz; +12 4 Size of protected memory pool
}T _RMPP;
Error Codes:
E_PAR [p] Parameter error

(1) pk_rmpp is not a 4-byte boundary address.
E_ID [p] Invalid ID number
(1) mppid £ 0
(2) mppid > CFG_MAXMPPID
E_CTX [k] Context error
(1) Called in a non-task context.
E NOEXS (k1] Undefined
(1) Protected memory pool specified by mppid does not exist.

E_MACV [m] Memory access violation

Function:

Service call ref_mpp refers to the status of the protected memory pool specified by mppid and
returns the wait task ID (wtskid), the total size of current available memory area (fmppsz), the size
of the maximum memory block available (fblksz), and the size of the protected memory pool
(mppsz) to the area indicated by pk_rmpp. mppsz is a parameter not defined in the WITRON
specification.
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The free space is usually fragmented. The maximum contiguous free space is returned to
parameter fblksz. The block up to the size indicated by fblksz can be acquired immediately by
calling pget_mpp.

wtskid is a parameter reserved for future extension, and the kernel always returns 0 through it.
Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmpp, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmpp
— size = sizeof(T_RMPP)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.28 Protected Mailbox Management

Table 6.58 Service Calls for Protected Mailbox Management
System State™

Service Call'  Description T/N/E/D/U/L/C
cre_mbp . T/E/D/U
- Creates protected mailbox
icre_mbp N/E/D/U
acre_mbp Creates protected mailbox and assigns mailbox ID T/E/D/U
iacre_mbp automatically N/E/D/U
del_mbp Deletes protected mailbox T/E/D/U
snd_mbp Sends data to protected mailbox T/E/D/U
rcv_mbp Receives data from protected mailbox T/E/U
prcv_mbp Polls and receives data from protected mailbox T/E/D/U
Receives data from protected mailbox with timeout T/E/U
trcv_mbp :
function
ref_mbp . T/E/D/U
- Refers to protected mailbox state
iref_mbp N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler
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Table 6.59 Protected Mailbox Management Specifications

Item Description

Protected mailbox ID 1 to CFG_MAXMBPID (32767 max.)

Protected message priority 1 to CFG_MAXMSGPRI " (255 max.)

Attributes supported TA_TFIFO: Wait task queue is managed on a FIFO basis.

TA_TPRI: Wait task queue is managed on the current priority.

TA_MFIFO: Message queue is managed on a FIFO basis.

TA_MPRI: Message queue is managed on the current priority.

Note: This value is same as TMAX_MPRI defined in kernel_macro.h

RENESAS
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6.28.1 Create Protected Mailbox (cre_mbp, icre_mbp, acre_mbp, iacre_mbp)

C-Language API:
cre_mbp (ID mbpid, T CMBP *pk cmbp) ;

ER ercd =
ER ercd =

icre mbp (ID mbpid, T _CMBP *pk cmbp) ;

ER_ID mbpid = acre mbp (T CMBP *pk cmbp) ;

ER_ID mbpid = iacre mbp (T CMBP *pk cmbp) ;

Parameters:
T_CMBP

<cre_mbp,

ID

*pk_cmbp Pointer to the packet where the protected mailbox

creation information is stored

icre_mbp>

mbpid

Return Parameters:

<cre_mbp,
ER
<acre_mbp,

ER_ID

Protected mailbox ID

icre_mbp>

ercd

Normal termination (E_OK) or error code

iacre mbp>

mbpid

Packet Structure:

typedef

}T CMBP;
Error Codes:

E_RSATR

E_PAR

E_NOMEM

E_NOID
E OBJ
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struct
ATR
UINT
PRI

VP

[p]

Created protected mailbox ID (a positive wvalue) or error

code
{
mbpatr; 0 4 Protected mailbox attribute
mbpcnt ; +4 4 Number of messages that can be stored
maxmpri ; +8 2 Highest message priority
mbpmb ; +12 4 Start address of management area for

protected mailbox

Reserved attribute (mbpatr is invalid.)
Parameter error

(1) maxmpri < 0

(2) maxmpri > CFG_MAXMSGPRI

(3) pk_cmbp is not a 4-byte boundary address.
Invalid ID number

(1) mbpid < 0

(2) mbpid > CFG_MAXMBPID

Insufficient memory

(1) Insufficient space in the resource pool
NO ID available (only for acre mbp)

Invalid object state

(1) Protected mailbox specified by mbpid already exists.
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E_MACV [m] Memory access violation

Function:

Service calls cre_mbp and icre_mbp create a protected mailbox with the ID specified by mbpid
using the contents specified by pk_cmbp.

Service calls acre_mbp and iacre_mbp search for an unused protected mailbox ID and create a
protected mailbox for that ID with the contents specified by parameter pk_cmbp. The created
protected mailbox ID is returned as a return parameter. The range to search for an unused
protected mailbox ID is 1 to CFG_MAXMBPID.

Parameter mbpatr specifies the order of the receive-waiting tasks and messages in the wait queues.
mbpatr:= ( (TA_TFIFO || TA_TPRI) | (TA_MFIFO || TA_MPRI) )

e TA_TFIFO (H'00000000): Message receive-waiting queue is managed on a FIFO basis.

e TA_TPRI (H'00000001): Message receive-waiting queue is managed on the current priority.
e TA_MFIFO (H'00000000): Message queue is managed on a FIFO basis.

e TA_MPRI (H'00000002): Message queue is managed on the current priority.

mbpcent and mbpmb are always ignored in this kernel. To ensure the portability of programs,
specify an appropriate value for mbpcnt and NULL for mbpmb.

When the TA_MPRI attribute is specified and maxmpri > 1, the kernel uses an area in the resource
pool to manage the mailbox. For details, refer to the following.

Reference: Section 13.2.2 (7), Protected mailbox

A protected mailbox can also be created statically by the configurator.
Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read access permission for pk_cmbp, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_cmbp
— size = sizeof(T_CMBP)
— domid = Domain of the caller
— pmmode = TPM_READ
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6.28.2 Delete Protected Mailbox (del_mbp)

C-Language API:

ER ercd = del_mbp (ID mbpid) ;

Parameters:

ID mbpid
Return Parameters:
ER ercd

Error Codes:

E_ID [p]
E_CTX [k]
E_OBJ (k]
E_NOEXS [k]

Function:

Protected mailbox ID

Normal termination (E_OK) or error code

Invalid ID number

(1) mbpid < 0

(2) mbpid > CFG_MAXMBPID

Context error

(1) Called in a non-task context.

Invalid object state

(1) A message is placed in the queue for the target protected
mailbox.

Undefined

(1) Protected mailbox specified by mbpid does not exist.

Service call del_mbp deletes the protected mailbox specified by parameter mbpid.

No error will occur even if there is a task waiting for a message in the protected mailbox indicated
by mbpid. However, in that case, the task in the WAITING state will be released and error code
E_DLT will be returned. If there is a message in the protected mailbox, an E_OBJ error will be

returned.

On deletion, the management area allocated in the resource pool is released.
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6.28.3 Send Message to Protected Mailbox (snd_mbp)

C-Language API:
ER ercd = snd_mbp (ID mbpid, VP blk, PRI msgpri);

Parameters:
ID mbpid Protected mailbox ID
VP blk Start address of the protected memory block where send
message is stored
PRI msgpri Message priority

Return Parameters:

ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error
[p] (1) blk is not a CFG_PAGESZ boundary address.
[k] (2) The TA MPRI attribute is specified for the target

protected mailbox and msgpri < 0 or msgpri > (highest
message priority specified at creation)
E_ID [p] Invalid ID number
(1) mbpid < 0
(2) mbpid > CFG_MAXMBPID
E_CTX [k] Context error
(1) Called in a non-task context.
E_NOMEM [k] Insufficient memory
(1) Insufficient space in the resource pool
E_ILUSE [k] Illegal use of service call
(1) Protected memory block starting from the address specified
by blk does not exist.
(2) The domain of the protected memory block specified by blk
does not match the domain of the task in RUNNING state.
(3) The protected memory block specified by blk is placed in
the protected mailbox queue.
(4) The memory object including the address specified by blk

contains a TLB-locked page.

E_NOEXS [k] Undefined
(1) Protected mailbox specified by mbpid does not exist.

Function:

Service call snd_mbp sends a protected memory block starting from the address specified by blk
as a message with the priority specified by msgpri to the protected mailbox specified by mbpid.
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When the TA_MPRI attribute is not specified for the protected mailbox specified by mbpid,
msgpri is ignored.

For parameter blk, only the start address of a protected memory block (a memory block acquired
through pget_mpp) can be specified; otherwise, an E_ILUSE error is returned.

In addition, neither protected memory block shown below can be sent to a protected mailbox. If
attempted, an E_ILUSE error is returned.

e A protected memory block placed in a protected mailbox queue

e A protected memory block including a TLB-locked page

The domain of the protected memory block specified by blk must be the same as the domain of the
task in RUNNING state (domain obtained by get_did); otherwise, an E_ILUSE error is returned.
The following shows examples.

(1) When the memory block is in domain A and a task in domain B issues this service call, an
E_ILUSE error is returned.

(2) When the memory block is in domain A and the extended service call routine that was called
by a task in the same domain (domain A) issues this service call, the memory block can be sent
to the protected mailbox because "the domain of the task in RUNNING state" is domain A
where the task is assigned even if the extended service call routine is assigned to the kernel
domain.

If there is a task waiting to receive a message in the protected mailbox, the task at the head of the
wait queue receives the message and is released from the WAITING state. At this time, the sent
protected memory block changes its attributes as follows.

e Domain: Domain of the receiving task, which is the same as the domain ID that can be
obtained by calling get_did.

e Access permission vector:
(a) For the kernel domain: TACT_KERNEL

(b) For a user domain: TACT_PRW(domid)
(domid is the ID of the domain where the target memory block is assigned)

If there are no tasks waiting to receive a message, the specified message is placed in the message-
waiting queue. At this time, the kernel consumes an area in the resource pool to manage the
messages. For details, refer to the following.

Reference: Resource pool consumption — Section 13.2.3 (4), Protected mailbox: snd_mbp

The message queue is managed according to the attribute specified at creation. At this time, the
sent protected memory block attributes are changed as follows.
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e Domain: Kernel domain
e Access permission vector: TACT_KERNEL
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6.28.4 Receive Message from Protected Mailbox (rcv_mbp, prev_mbp, trcv_mbp)
C-Language API:

ER_UINT blksz = rcv_mbp (ID mbpid, VP *p_ blk);

ER_UINT blksz = prcv_mbp (ID mbpid, VP *p blk);

ER_UINT blksz = trcv_mbp(ID mbpid, VP *p blk, TMO tmout) ;

Parameters:
ID mbpid Protected mailbox ID
VP *p_blk Pointer to the area where the start address of the
protected memory block holding the received message is
to be returned
<trcv_mbp>
TMO tmout Timeout specification

Return Parameters:
ER_UINT blksz Size of received protected memory block (a positive
value) or error code
VP *p_blk Pointer to the start address of the protected memory
block holding the received message
Error Codes:
E_PAR [p] Parameter error
(1) tmout < -2
(2) p_blk is not a 4-byte boundary address.
E_ID [p] Invalid ID number
(1) mbpid < 0
(2) mbpid > CFG_MAXMBPID
E_CTX [k] Context error
(1) Called in a non-task context.
(2) Called in dispatch-pended state in a task context (only
for rcv_mbp and trcv_mbp)
E_NOEXS [k] Undefined
(1) Protected mailbox specified by mbpid does not exist.
E_RLWAI [k] WAITING state is forcibly cancelled (only for rcv_mbp and
trcv_mbp)
(1) rel wai service call was issued in the WAITING state.
(2) An attempt was made to shift to WAITING state in WAITING-
disabled state.
E_TMOUT [k] Polling failed or timeout
E DLT [k] Waiting object deleted
(1) Protected mailbox specified by mbpid was deleted.

E_MACV [m] Memory access violation
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Function:

Each service call receives a message stored in a protected memory block in the protected mailbox
specified by parameter mbpid. Then the start address of the protected memory block is returned
through p_blk and the size through blksz.

With service calls rcv_mbp and trcv_mbyp, if there are no messages in the protected mailbox, the
calling task is placed in the wait queue to receive a message (receive-waiting queue). With service
call prcv_mbp, if there are no messages in the mailbox, error code E_TMOUT is returned
immediately. The wait queue is managed according to the attribute specified at creation.

After a message is received, the management area acquired from the resource pool by the kernel to
manage the message when the message was sent is released.

The received protected memory block changes its attributes as follows.

e Domain: Domain of the caller. When this service call is issued from an extended service call or
trap routine being executed in a task context, the protected memory block is assigned to the
domain of the task that has called the extended service call or trap routine (the same domain ID
that can be checked by issuing get_did from the extended service call or trap routine).

e Access permission vector:

(a) When a task in the kernel domain issued a receiving service call (rcv_mbp, prcv_mbp, or
trcv_mbp): TACT_KERNEL

(b) When a task in a user domain issued a receiving service call (rcv_mbp, prcv_mbp, or
trcv_mbp) or an extended service call or trap routine called from a task in a user domain
issued a receiving service call (rcv_mbp or trcv_mbp): TACT_PRW(domid); domid is the
ID of the domain where the task is assigned.

Parameter tmout specified by service call trcv_mbp specifies the timeout period.

If a positive value is specified for parameter tmout, error code E_TMOUT is returned when the
timeout period has passed without the wait release conditions being satisfied.

If tmout = TMO_POL (0) is specified, the same operation as for service call prcv_mbp will be
performed.

If tmout = TMO_FEVR (-1) is specified, timeout monitoring is not performed. In other words, the
same operation as for service call rcv_mbp will be performed.

If a value larger than 1 is specified for CFG_TICDENO (the denominator for time tick cycles), the
maximum value that can be specified for tmout is H'7fffffff/CFG_TICDENO. If a value larger
than this is specified, operation is not guaranteed.
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Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for p_blk, which means
that an error will be returned if prb_mem is issued with the following parameters.
— base = p_blk
— size = sizeof(VP)
— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.28.5 Refer to Protected Mailbox State (ref_mbp, iref_mbp)
C-Language API:

ER ercd = ref mbp (ID mbpid, T RMBP *pk rmbp) ;

ER ercd = iref mbp (ID mbpid, T RMBP *pk rmbp) ;

Parameters:
D mbpid Protected mailbox ID
T_RMBP *pk_rmbp Pointer to the area where the protected mailbox state

is to be returned
Return Parameters:
ER ercd Normal termination (E_OK) or error code
T RMBP *pk_rmbp Pointer to the packet where the protected mailbox state
is stored
Packet Structure:
typedef struct
D wtskid; 0 2 Wait task ID
VP blk; +4 4 Start address of the protected
memory block at the head of the
message queue
UINT blksz; +8 4 Size of the protected memory block
at the head of the message queue
}T RMBP;
Error Codes:
E_PAR [p] Parameter error
(1) pk_rmbp is not a 4-byte boundary address.
E_ID [pl] Invalid ID number
(1) mbpid < 0
(2) mbpid > CFG_MAXMBPID
E_NOEXS [k] Undefined
(1) Protected mailbox specified by mbpid does not exist.

E_MACV [m] Memory access violation
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Function:
Each service call refers to the state of the protected mailbox specified by parameter mbpid.

Each service call returns the wait task ID (wtskid), the start address of the protected memory block
to be received next (pk_msg), and the size of the protected memory block (blksz) to the area
specified by pk_rmbp.

If there is no task waiting in the specified protected mailbox, TSK_NONE (0) is returned as
wtskid.

If there is no message to be received next, NULL (0) is returned through blk and an undefined
value through blksz.

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rmbp, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rmbp
— size = sizeof(T_RMBP)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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6.29 System Memory Management

Table 6.60 Service Calls for System Memory Management
System State”

Service Call" Description T/N/E/D/U/L/C
vref_syp Refers to system pool state T/E/D/U
vref_rsp Refers to resource pool state T/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

For details of the system pool and resource pool, refer to the following.
Reference: Section 4.24, System Memory Management
Also refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation
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6.29.1 Refer to System Pool State (vref_syp)
C-Language API:
ER ercd = vref syp(VT_RSYP *pk rsyp);
Parameters:
VT_RSYP *pk_rsyp Pointer to the packet where the system pool state is to

be returned

Return Parameters:

ER ercd Normal termination (E_OK) or error code
VT_RSYP *pk_rsyp Pointer to the packet where the system pool state is
stored

Packet Structure:

typedef struct {
ID wtskid; 0 2 Wait task ID
SIZE freesz; +4 4 Total size of available memory area
(number of bytes)
UINT fblksz; +8 4 Maximum memory area available (number
of bytes)
SIZE sypsz; +12 4 Size of system pool
}VT RSYP;

Error Codes:
E_PAR [pl Parameter error
(1) pk_rsyp is not a 4-byte boundary address.
E_CTX [k] Context error
(1) Called in a non-task context.

E_MACV [m] Memory access violation

Function:

Service call vref_syp refers to the status of the system pool and returns the total size of current
available memory area (freesz), the size of the maximum memory block available (fblksz), and the
size of the system pool (sypsz) to the area indicated by pk_rsyp. For wtskid, NTSK is always
returned.

The free space is usually fragmented. The maximum contiguous free space is returned to
parameter fblksz.
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Error Detection through CFG_MEMCHK:

An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rsyp, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rsyp
— size = sizeof(VT_RSYP)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE

389
RENESAS



6.29.2 Refer to Resource Pool State (vref_rsp)
C-Language API:
ER ercd = vref_ rsp(VT_RRSP *pk rrsp);
Parameters:
VT_RRSP *pk_rrsp Pointer to the packet where the resource pool state is

to be returned

Return Parameters:

ER ercd Normal termination (E_OK) or error code
VT_RRSP *pk_rrsp Pointer to the packet where the resource pool state is
stored

Packet Structure:

typedef struct {
ID wtskid; 0 2 Wait task ID
SIZE freesz; +4 4 Total size of available memory area
(number of bytes)
UINT fblksz; +8 4 Maximum memory area available (number
of bytes)
SIZE rspsz; +12 4 Size of resource pool
}VT RRSP;

Error Codes:
E_PAR [pl Parameter error
(1) pk_rrsp is not a 4-byte boundary address.
E_CTX [k] Context error
(1) Called in a non-task context.

E_MACV [m] Memory access violation

Function:

Service call vref_rsp refers to the status of the resource pool and returns the total size of current
available memory area (freesz), the size of the maximum memory block available (fblksz), and the
size of the resource pool (rspsz) to the area indicated by pk_rrsp. For wtskid, NTSK is always
returned.

The free space is usually fragmented. The maximum contiguous free space is returned to
parameter fblksz.
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Error Detection through CFG_MEMCHK:

An E_MACYV error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rrsp, which
means that an error will be returned if prb_mem is issued with the following parameters.

— base = pk_rrsp

— size = sizeof(VT_RRSP)

— domid = Domain of the caller

— pmmode = TPM_READ|TPM_WRITE
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6.30 Performance Management

Table 6.61 Service Calls for Performance Management

System State”

Service Call" Description T/N/E/D/U/L/C
vchg_ppc o T/E/D/U

- Starts, stops, or initializes performance measurement

ivchg_ppc N/E/D/U
vref_ppc T/E/D/U

- Refers to performance measurement result

ivref_ppc N/E/D/U

Notes: 1. [S]: Standard profile service calls
[s]: Service calls that are not standard profile service calls but are needed in order to
use the standard profile function
2. T: Can be called in a task context
N: Can be called in a non-task context
E: Can be called in dispatch-enabled state
D: Can be called in dispatch-disabled state
U: Can be called in CPU-unlocked state
L: Can be called in CPU-locked state
C: Can be called from CPU exception handler

The performance management function measures performance such as the task execution time by
using the program performance counters (PPC) in the microcomputer. This function can be used
only when the target microcomputer has program performance counters.

Reference: Section 4.26, Performance Management
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6.30.1 Start, Stop, or Initialize Performance Measurement (vchg_ppc, ivchg_ppc)
C-Language API:

ER_UINT oldmode = vchg ppc(ID ctxid, MODE mode) ;

ER_UINT oldmode = ivchg ppc(ID ctxid, MODE mode) ;

Parameters:
ID ctxid Target context
MODE mode New accumulation mode

Return Parameters:
ER_UINT oldmode Previous accumulation mode
Error Codes:
E_PAR [k] Parameter error
(1) mode is invalid.
E_ID [p] Invalid ID number
(1) ctxid < -3
(2) ctxid > CFG _MAXTSKID
(3) ctxid = TSK SELF(0) is specified in a non-task context.
E_NOEXS [k] Undefined
(1) Task specified by ctxid does not exist.

Function:

Each service call starts, stops, or initializes performance measurement for the context specified by
ctxid.

The following values can be specified for ctxid.

e | to CFG_MAXTSKID: Task with task ID ctxid

e TSK_SELF(0): Calling task. When the service call is issued in a non-task context, an E_ID
error is returned.

e -1: Kernel idling state
e -2: Non-task context + kernel

e -3: All programs

Parameter mode specifies the operation of the counters (start or stop).

mode:= (VTPPC_STAO|[VTPPC_STPO) | (VTPPC_STAI1|[VTPPC_STP1)
[[VTPPC_INIO][|VTPPC_INI1]

e VTPPC_STAO (H'00000001): Resumes accumulation for counter 0.
e VTPPC_STPO (H'00000000): Stops accumulation for counter 0.
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e VTPPC_INIO (H'00000004): Clears the accumulated data for counter O to 0.
e VTPPC_STA1 (H'00000002): Resumes accumulation for counter 1.

e VTPPC_STP1 (H'00000000): Stops accumulation for counter 1.

e VTPPC_INI1 (H'00000008): Clears the accumulated data for counter 1 to 0.

When a value other than -3 is specified for ctxid, the previous accumulation mode (shown below)
is returned through oldmode.

oldmode:= (VTPPC_STAO|VTPPC_STPO0) | (VTPPC_STA1|VTPPC_STP1)

e VTPPC_STAO (H'00000001): Accumulation for counter O is in progress.
e VTPPC_STPO (H'00000000): Accumulation for counter 0O stops.
e VTPPC_STAT1 (H'00000002): Accumulation for counter 1 is in progress.
e VTPPC_STP1 (H'00000000): Accumulation for counter 1 stops.

When -3 is specified for ctxid, an undefined value is returned through oldmode.

When CFG_CONNECT is selected, the mode setting for counter 1 is ignored and the oldmode
information about counter 1 has no meaning.

The performance measurement for kernel idling state and non-task context + kernel is initialized
and then newly started when the kernel is started by vsta_kernel. The performance measurement
for a task, on the other hand, is initialized and then newly started when the task is created.

Note that each performance counter itself cannot be started, stopped, or initialized.
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6.30.2 Refer to Performance Measurement Result (vref_ppc, ivref_ppc)
C-Language API:

ER_UINT sts = vref ppc(ID ctxid, VT _RPPC *pk rppc) ;

ER_UINT sts = ivref ppc(ID ctxid, VT _RPPC *pk rppc) ;

Parameters:
ID ctxid Target context
VT_RPPC *pk_rppc Pointer to the packet where the accumulated value is to

be returned

Return Parameters:

ER_UINT sts PPC state (a positive value) or error code
VT_RPPC *pk_rppc Pointer to the packet where the accumulated value is
stored

Packet Structure:

typedef struct {
uw ppcoO; 0 4 PPCO counter
uw ppcl; +4 4 PPC1l counter
}VT RPPC;

Error Codes:
E_PAR [pl Parameter error
(1) pk_rppc is not a 4-byte boundary address.
E_ID [pl Invalid ID number
(1) ctxid < -2
(2) ctxid > CFG_MAXTSKID

(3) ctxid = TSK SELF(0) is specified in a non-task context.

E_NOEXS [k] Undefined
(1) Task specified by ctxid does not exist.

E_MACV [m] Memory access violation

Function:
Each service call refers to the accumulated values of the performance counters.
The following values can be specified for ctxid.

e | to CFG_MAXTSKID: Task with task ID ctxid

e TSK_SELF(0): Calling task. When the service call is issued in a non-task context, an E_ID
error is returned.

e -1: Kernel idling state
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e -2: Non-task context

The accumulated values of the performance counters for the context specified by ctxid are
returned through pk_rppc.

The following information is returned through sts. When 1 or 2 is returned, the information
returned through pk_rppc may be incorrect, but there is no means of checking whether the
information is correct.

e 0: No overflow in performance counters 0 and 1

e 1: Overflow in performance counter O (this value is never returned when CFG_CONNECT is
selected)

e 2: Overflow in performance counters 0 and 1

Error Detection through CFG_MEMCHK:
An E_MACY error will be returned in the following case.

(1) The domain of the caller does not have a read/write access permission for pk_rppc, which
means that an error will be returned if prb_mem is issued with the following parameters.
— base = pk_rppc
— size = sizeof(VT_RPPC)

— domid = Domain of the caller
— pmmode = TPM_READ|TPM_WRITE
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Section 7 Cache Support Functions

Overview

The cache support functions provide cache-related operations such as writing the cache contents
back to memory or clearing the cache contents.

The header file for the cache support functions is stored in the include\ directory. To use these

functions, include the header file.

The actual code for the cache support functions is stored as a relocatable object in the lib\elf\

directory. This relocatable object should be embedded on the kernel side.

Table 7.1 shows the cache support functions provided by V.1.01 Release00 of the HI7300/PX.

Table 7.1

Overview of Target Cache
Hardware Specifications

Cache Support Functions

Target CPU
(Typical
Microcomputers
Including Cache)

Header File

Relocatable Objects

Separate instruction cache

and operand cache

Four-way set-associative
Virtual address index/

physical address tag
Line size: 32 bytes

SH4AL-DSP,
SH-4A (without
extended
functions),
SH73180, and
SH7780

cache_sh4a.h

cache_sh4a_big.rel
(for big endian)
cache_sh4a_little.rel
(for little endian)

Separate instruction cache

and operand cache

Four-way set-associative
Virtual address index/

physical address tag
Line size: 32 bytes

Way prediction in the

instruction cache

SH4AL-DSP, SH-
4A (with extended
functions),
SH7343, and
SH7785

cache_shx2.h

cache_shx2_big.rel
(for big endian)
cache_shx2_little.rel
(for little endian)
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7.2 Notes

(1) A cache support function can be called only in the privileged mode (from a program in the
kernel domain). If a cache support function is called in the user mode, an exception usually
occurs within the function.

(2) Note that incorrect use of a cache support function may affect system operation; for example,
coherence between the cache and memory may not be maintained. Before using cache support
functions, fully understand the specifications of the cache in the target microcomputer and the
behavior of the functions.

7.3 Functions in cache_sh4a.h
The following functions are provided by cache_sh4a.h.

e shda_vini_cac(): Initializes the cache.
e shda_vclr_cac(): Clears the cache.
o shda_vfls_cac( ): Flushes the operand cache.

e shda_vinv_cac( ): Invalidates the cache.
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7.3.1 Initialize Cache (sh4a_vini_cac)
C-Language API:

ER ercd = sh4a vini cac(ATR cacatr, UINT icsize, UINT ocsize);

Parameters:
ATR cacatr Cache attribute
UINT icsize Size of the instruction cache
UINT ocsize Size of the operand cache

Return Parameter:

ER ercd Normal termination (E_OK)
Error Codes:

No error code is returned
Function:

This function initializes the cache. To be more specific, CCR and RAMCR in the processor are set
to the values determined by the specified cacatr as described later.

CCR and RAMCR are modified by instructions placed in the P2 area while the BL bit in SR is 1.

A logical OR of the following values can be specified for cacatr. The kernel does not check errors
for the value specified for cacatr.

This function writes 1 to the ICI and OCI bits in CCR regardless of the cacatr setting; that is, the
cache contents before this function call are all cleared.

e TCAC_IC_ENABLE (H'00000100)

Setting this value enables the instruction cache (CCR.ICE = 1); otherwise, the instruction
cache is disabled (CCR.ICE = 0).

e TCAC_OC_ENABLE (H'00000001)

Setting this value enables the operand cache (CCR.OCE = 1); otherwise, the operand cache is
disabled (CCR.OCE = 0).

e TCAC_IC_2WAY (H'00800000)

Setting this value specifies 2-way instruction cache (RAMCR.IC2W = 1); otherwise, 4-way
instruction cache is specified (RAMCR.IC2W = 0).
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e TCAC_OC_2WAY (H'00400000)

Setting this value specifies 2-way operand cache (RAMCR.OC2W = 1); otherwise, 4-way
operand cache is specified (RAMCR.OC2W = 0).

e TCAC_P1_CB (H'00000004)
Setting this value selects the copy-back mode as the write mode for the P1 area (CCR.CB = 1);
otherwise, the write-through mode is selected (CCR.CB = 0).

e TCAC_PO_WT (H'00000002)

Setting this value selects the write-through mode as the write mode for the PO/UQ area
(CCR.WT = 1); otherwise, the copy-back mode is selected (CCR.WT = 0).

Specify the sizes (bytes) of the instruction cache and operand cache in the target microcomputer
through icsize and ocsize, respectively. The kernel does not check whether the specified sizes are
correct.

Be sure to call this function before using other cache support functions.
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7.3.2 Clear Cache (sh4a_vclr_cac)
C-Language API:

ER ercd = sh4a vclr cac(VP clradrl, VP clradr2, MODE mode) ;

Parameters:
VP clradrl Start address of cache clearing
VP clradr2 End address of cache clearing
MODE mode Target cache

Return Parameter:
ER ercd Normal termination (E_OK) or error code
Error Codes:

E_PAR Parameter error
(1) clradrl > clradr2
(2) mode is invalid.
E_OBJ Target cache specified by mode is disabled.

Function:

This function clears the cache. To be more specific, the cache contents are invalidated, and if the
operand cache has data that has not been written back to memory, the data is written to memory.

The target cache is specified by mode. Any one of the following values can be specified for mode.

e TC_FULL (H'00000000): Clears both the instruction cache and operand cache.

e TC_EXCLUDE_IC (H'00000001): Clears only the operand cache (excludes the instruction
cache).

e TC_EXCLUDE_OC (H'00000002): Clears only the instruction cache (excludes the operand
cache).

The address range to be cleared is specified by clradrl and clradr2. clradrl is rounded down to a
multiple of 32, and clradr2 is rounded up to (a multiple of 32) - 1.

(1) Clearing Specified Address Range

This function clears the entries corresponding to the logical address range from clradrl to clradr2
in the cache specified by mode. When the operand cache is specified as a target (when TC_FULL
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or TC_EXCLUDE_IC is specified for mode), this function copies dirty entries (entries that have
not been written to memory) back to memory before clearing the entries.

This function repeats execution of the following instructions for the range from clradr1 to clradr2.

e When mode = TC_FULL: ICBI and OCBP instructions
e When mode = TC_EXCLUDE_IC: OCBP instruction
e When mode = TC_EXCLUDE_OC: ICBI instruction

During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit in SR is 1, a TLB-related
exception may occur in the above instruction execution and the CPU is reset in this case.

In this function, only the basic error check shown in the Error Codes description is performed for
clradrl and clradr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UQ area and is not in a memory object
(2) Clearing All Entries

Specifying clradrl = 0 and clradr2 = H'ffffffff clears all entries in the cache specified by mode.
This function performs the following processing.

(a) When TC_FULL or TC_EXCLUDE_OC is specified for mode, this function sets the ICI bit in
CCR to 1 to invalidate all entries in the instruction cache. CCR is modified through an
instruction placed in the P2 area while the BL bit in SR is 1.

(b) After step (a), when TC_FULL or TC_EXCLUDE_IC is specified for mode, this function
writes V =0 and U = 0 to all entries in the memory-mapped operand cache. At the same time,
the dirty entries (U = 1) are copied back to memory. During this processing, the SR value
remains the same as when this function is called. When no interrupt should be accepted during
this function processing, mask interrupts and then call this function. This function can be
called even while the BL bit in SR is 1 when clearing all entries.
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7.3.3 Flush Operand Cache (sh4a_vfls_cac)
C-Language API:

ER ercd = sh4a vfls cac(VP flsadrl, VP flsadr2);

Parameters:
VP flsadrl Start address of cache flushing
VP flsadr2 End address of cache flushing

Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error (flsadrl > flsadr2)
E_OBJ Operand cache is disabled.
Function:

This function flushes the operand cache. To be more specific, when the operand cache has data
that has not been written to memory, the data is copied back to memory.

The address range to be flushed is specified by flsadrl and flsadr2. flsadr1 is rounded down to a
multiple of 32, and flsadr2 is rounded up to (a multiple of 32) - 1.

(1) Flushing Specified Address Range

This function flushes the entries corresponding to the logical address range from flsadr1 to flsadr2
in the operand cache, that is, when the specified entries have not been written to memory, the
entries are copied back to memory.

This function repeats execution of the OCBWB instruction for the range from flsadrl1 to flsadr2.
During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit is 1, a TLB-related exception
may occur in the above instruction execution and the CPU is reset in this case.
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In this function, only the basic error check shown in the Error Codes description is performed for
flsadrl and flsadr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UQ area and is not in a memory object
(2) Flushing All Entries

Specifying flsadrl = 0 and flsadr2 = H'ffffffff flushes all entries in the operand cache. This
function performs the following processing.

o This function reads all entries in the memory-mapped operand cache, and writes V=1 and U =
0 to the valid (V = 1) entries. At the same time, the dirty entries (U = 1) are copied back to
memory. This read and write processing is done by temporarily setting the BL bit in SR to 1.
When no interrupt should be accepted during this function processing, mask interrupts and
then call this function. This function can be called even while the BL bit in SR is 1 when
flushing all entries.
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7.3.4 Invalidate Cache (sh4a_vinv_cac))
C-Language API:

ER ercd = sh4a vinv cac (VP invadrl, VP invadr2, MODE mode) ;

Parameters:
VP invadril Start address of cache invalidation
VP invadr2 End address of cache invalidation
MODE mode Target cache

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:

E_PAR Parameter error
(1) invadrl > invadr2
(2) mode is invalid.
E_OBJ Target cache is disabled.

Function:
This function invalidates the cache.
The target cache is specified by mode. Any one of the following values can be specified for mode.

e TC_FULL (H'00000000): Invalidates both the instruction cache and operand cache.

e TC_EXCLUDE_IC (H'00000001): Invalidates the operand cache only (excludes the
instruction cache).

e TC_EXCLUDE_OC (H'00000002): Invalidates the instruction cache only (excludes the
operand cache).

The address range to be invalidated is specified by invadrl and invadr2. invadrl is rounded down
to a multiple of 32, and invadr?2 is rounded up to (a multiple of 32) - 1.

(1) Invalidating Specified Address Range

This function invalidates the entries corresponding to the logical address range from invadrl to
invadr2 in the cache specified by mode. When the operand cache is specified as a target (when
TC_FULL or TC_EXCLUDE_IC is specified for mode), this function does not copy dirty entries
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(the entries that have not been written to memory) back to memory, that is, the data in the entries
will be lost.

This function repeats execution of the following instructions for the range from invadrl to
invadr2.

e  When mode = TC_FULL: ICBI and OCBI instructions
e When mode = TC_EXCLUDE_IC: OCBI instruction
e When mode = TC_EXCLUDE_OC: ICBI instruction

During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit is 1, a TLB-related exception
may occur in the above instruction execution and the CPU is reset in this case.

In this function, only the basic error check shown in the Error Codes description is performed for
invadrl and invadr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UO area and is not in a memory object
(2) Flushing All Entries

Specifying invadrl = 0 and invadr2 = H'ffffffff flushes all entries in the cache specified by mode.
This function manipulates the following bits in CCR according to the specified mode. CCR is
modified through an instruction placed in the P2 area while the BL bit in SR is 1.

e When mode = TC_FULL: Sets the ICI and OCI bits in CCR to 1.
e When mode = TC_EXCLUDE_IC: Sets the OCI bit in CCR to 1.
e When mode = TC_EXCLUDE_OC: Sets the ICI bit in CCR to 1.
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7.4 Functions in cache_shx2.h
The following functions are provided by cache_shx2.h.

e shx2_vini_cac( ): Initializes the cache.

e shx2_vclr_cac( ): Clears the cache.

o shx2_vfls_cac( ): Flushes the operand cache.
e shx2_vinv_cac( ): Invalidates the cache.
7.4.1 Initialize Cache (shx2_vini_cac)

C-Language API:

ER ercd = shx2 vini cac(ATR cacatr, UINT icsize, UINT ocsize);

Parameters:
ATR cacatr Cache attribute
UINT icsize Size of the instruction cache
UINT ocsize Size of the operand cache

Return Parameter:

ER ercd Normal termination (E_OK)
Error Codes:

No error code is returned
Function:

This function initializes the cache. To be more specific, CCR and RAMCR in the processor are set
to the values determined by the specified cacatr as described later.

CCR and RAMCR are modified by instructions placed in the P2 area while the BL bit in SR is 1.

A logical OR of the following values can be specified for cacatr. The kernel does not check errors
for the value specified for cacatr.

This function writes 1 to the ICI and OCI bits in CCR regardless of the cacatr setting; that is, the
cache contents before this function call are all cleared.
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e TCAC_IC_ENABLE (H'00000100)

Setting this value enables the instruction cache (CCR.ICE = 1); otherwise, the instruction
cache is disabled (CCR.ICE = 0).

e TCAC_OC_ENABLE (H'00000001)

Setting this value enables the operand cache (CCR.OCE = 1); otherwise, the operand cache is
disabled (CCR.OCE = 0).

e TCAC_IC_2WAY (H'00800000)

Setting this value specifies 2-way instruction cache (RAMCR.IC2W = 1); otherwise, 4-way
instruction cache is specified (RAMCR.IC2W = 0).

e TCAC_OC_2WAY (H'00400000)

Setting this value specifies 2-way operand cache (RAMCR.OC2W = 1); otherwise, 4-way
operand cache is specified (RAMCR.OC2W = 0).

e TCAC_P1_CB (H'00000004)

Setting this value selects the copy-back mode as the write mode for the P1 area (CCR.CB = 1);
otherwise, the write-through mode is selected (CCR.CB = 0).

e TCAC_PO_WT (H'00000002)
Setting this value selects the write-through mode as the write mode for the PO/UO area
(CCR.WT = 1); otherwise, the copy-back mode is selected (CCR.WT = 0).

e TCAC_IC_WPD (H'00200000)

Setting this value enables way prediction in the instruction cache (CCR.ICWPD = 1);
otherwise, way prediction in the instruction cache is disabled (CCR.ICWPD = 0).

-suppert-thelevel-2-cache-Specify the sizes (bytes) of the instruction cache and operand cache in
the target microcomputer through icsize and ocsize, respectively. The kernel does not check
whether the specified sizes are correct.

Be sure to call this function before using other cache support functions.
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7.4.2 Clear Cache (shx2_vclr_cac)
C-Language API:

ER ercd = shx2 vclr cac(VP clradrl, VP clradr2, MODE mode) ;

Parameters:
VP clradrl Start address of cache clearing
VP clradr2 End address of cache clearing
MODE mode Target cache

Return Parameter:
ER ercd Normal termination (E_OK) or error code
Error Codes:

E_PAR Parameter error
(1) clradrl > clradr2
(2) mode is invalid.
E_OBJ Target cache specified by mode is disabled.

Function:

This function clears the cache. To be more specific, the cache contents are invalidated, and if the
operand cache has data that has not been written back to memory, the data is written to memory.

The target cache is specified by mode. Any one of the following values can be specified for mode.

e TC_FULL (H'00000000): Clears both the instruction cache and operand cache.

e TC_EXCLUDE_IC (H'00000001): Clears only the operand cache (excludes the instruction
cache).

e TC_EXCLUDE_OC (H'00000002): Clears only the instruction cache (excludes the operand
cache).

The address range to be cleared is specified by clradrl and clradr2. clradrl is rounded down to a
multiple of 32, and clradr2 is rounded up to (a multiple of 32) - 1.

(1) Clearing Specified Address Range

This function clears the entries corresponding to the logical address range from clradrl to clradr2
in the cache specified by mode. When the operand cache is specified as a target (when TC_FULL

409
RENESAS



or TC_EXCLUDE_IC is specified for mode), this function copies dirty entries (entries that have
not been written to memory) back to memory before clearing the entries.

This function repeats execution of the following instructions for the range from clradr1 to clradr2.

e When mode = TC_FULL: ICBI and OCBP instructions
e When mode = TC_EXCLUDE_IC: OCBP instruction
e When mode = TC_EXCLUDE_OC: ICBI instruction

During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit in SR is 1, a TLB-related
exception may occur in the above instruction execution and the CPU is reset in this case.

In this function, only the basic error check shown in the Error Codes description is performed for
clradrl and clradr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UQ area and is not in a memory object
(2) Clearing All Entries

Specifying clradrl = 0 and clradr2 = H'ffffffff clears all entries in the cache specified by mode.
This function performs the following processing.

(a) When TC_FULL or TC_EXCLUDE_OC is specified for mode, this function sets the ICI bit in
CCR to 1 to invalidate all entries in the instruction cache. CCR is modified through an
instruction placed in the P2 area while the BL bit in SR is 1.

(b) After step (a), when TC_FULL or TC_EXCLUDE_IC is specified for mode, this function
executes an OCBP instruction for all entries in the memory-mapped operand cache. Thus, the
dirty entries (U = 1) are copied back to memory and invalidated (V = 0). During this
processing, the SR value remains the same as when this function is called. When no interrupt
should be accepted during this function processing, mask interrupts and then call this function.
This function can be called even while the BL bit in SR is 1 when clearing all entries.
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7.4.3 Flush Operand Cache (shx2_vfls_cac)
C-Language API:

ER ercd = shx2 vfls cac(VP flsadrl, VP flsadr2);

Parameters:
VP flsadrl Start address of cache flushing
VP flsadr2 End address of cache flushing

Return Parameters:
ER ercd Normal termination (E_OK) or error code

Error Codes:

E_PAR Parameter error (flsadrl > flsadr2)
E_OBJ Operand cache is disabled.
Function:

This function flushes the operand cache. To be more specific, when the operand cache has data
that has not been written to memory, the data is copied back to memory.

The address range to be flushed is specified by flsadrl and flsadr2. flsadr1 is rounded down to a
multiple of 32, and flsadr2 is rounded up to (a multiple of 32) - 1.

(1) Flushing Specified Address Range

This function flushes the entries corresponding to the logical address range from flsadr1 to flsadr2
in the operand cache, that is, when the specified entries have not been written to memory, the
entries are copied back to memory.

This function repeats execution of the OCBWB instruction for the range from flsadrl1 to flsadr2.
During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit is 1, a TLB-related exception
may occur in the above instruction execution and the CPU is reset in this case.

411
RENESAS



In this function, only the basic error check shown in the Error Codes description is performed for
flsadrl and flsadr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UQ area and is not in a memory object
(2) Flushing All Entries

Specifying flsadrl = 0 and flsadr2 = H'ffffffff flushes all entries in the operand cache. This
function performs the following processing.

o This function reads all entries in the memory-mapped operand cache, and writes V=1 and U =
0 to the valid (V = 1) entries. At the same time, the dirty entries (U = 1) are copied back to
memory. This read and write processing is done by temporarily setting the BL bit in SR to 1.
When no interrupt should be accepted during this function processing, mask interrupts and
then call this function. This function can be called even while the BL bit in SR is 1 when
flushing all entries.
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7.4.4 Invalidate Cache (shx2_vinv_cac))
C-Language API:

ER ercd = shx2 vinv cac (VP invadrl, VP invadr2, MODE mode) ;

Parameters:
VP invadril Start address of cache invalidation
VP invadr2 End address of cache invalidation
MODE mode Target cache

Return Parameters:
ER ercd Normal termination (E_OK) or error code
Error Codes:

E_PAR Parameter error
(1) invadrl > invadr2
(2) mode is invalid.
E_OBJ Target cache is disabled.

Function:
This function invalidates the cache.
The target cache is specified by mode. Any one of the following values can be specified for mode.

e TC_FULL (H'00000000): Invalidates both the instruction cache and operand cache.

e TC_EXCLUDE_IC (H'00000001): Invalidates the operand cache only (excludes the
instruction cache).

e TC_EXCLUDE_OC (H'00000002): Invalidates the instruction cache only (excludes the
operand cache).

The address range to be invalidated is specified by invadrl and invadr2. invadrl is rounded down
to a multiple of 32, and invadr?2 is rounded up to (a multiple of 32) - 1.

(1) Invalidating Specified Address Range

This function invalidates the entries corresponding to the logical address range from invadrl to
invadr2 in the cache specified by mode. When the operand cache is specified as a target (when
TC_FULL or TC_EXCLUDE_IC is specified for mode), this function does not copy dirty entries
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(the entries that have not been written to memory) back to memory, that is, the data in the entries
will be lost.

This function repeats execution of the following instructions for the range from invadrl to
invadr2.

e When mode = TC_FULL: ICBI and OCBP instructions
e When mode = TC_EXCLUDE_IC: OCBI instruction
e When mode = TC_EXCLUDE_OC: ICBI instruction

During this processing, the SR value remains the same as when this function is called. When no
interrupt should be accepted during this function processing, mask interrupts and then call this
function. Note that this function must not be called while the BL bit in SR is 1 when the MMU is
enabled and an MMU mapped area is specified; while the BL bit is 1, a TLB-related exception
may occur in the above instruction execution and the CPU is reset in this case.

In this function, only the basic error check shown in the Error Codes description is performed for
invadrl and invadr2. Accordingly, make sure that the addresses such as those listed below are not
included in the address range.

e P2 P3, and P4 areas
e An address corresponding to a physical address in the control register area
e An address corresponding to a physical address in the X/Y memory

e An address that is in the PO/UO area and is not in a memory object
(2) Flushing All Entries

Specifying invadrl = 0 and invadr2 = H'ffffffff flushes all entries in the cache specified by mode.
This function manipulates the following bits in CCR according to the specified mode. CCR is
modified through an instruction placed in the P2 area while the BL bit in SR is 1.

e When mode = TC_FULL: Sets the ICI and OCI bits in CCR to 1.
e When mode = TC_EXCLUDE_IC: Sets the OCI bit in CCR to 1.
e When mode = TC_EXCLUDE_OC: Sets the ICI bit in CCR to 1.
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Section 8 Application Program Creation

8.1 Tasks

8.1.1 Writing a Task

A task must be written as a C-language function as shown in figure 8.1. Use an ext_tsk or exd_tsk
service call to end a task. If execution is returned from a task without issuing ext_tsk or exd_tsk, it
is assumed that ext_tsk has been issued and the same operation as ext_tsk is performed.

#include "kernel.h"
#pragma noregsave (Task) «~ (1)
void Task (VP_INT exinf) «~ (2)
{

/* Processing */

ext_tsk();

Figure 8.1 Example of a Task
Description:

(1) #pragma noregsave can be specified to reduce the amount of the stack area to be used, except
when execution is returned from a task function.

(2) When a task is initiated by sta_tsk, stacd specified by sta_tsk is passed through exinf. When a
task is initiated by act_tsk or the TA_ACT attribute specified at task creation, the extended
information regarding the task is passed through exinf.

A task function can also be written as an infinite loop as shown in figure 8.2.
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#include "kernel.h"
#pragma noregsave (Task) «~ (1)
void Task (VP_INT exinf)
{
for(;;) {

/* Processing */

Figure 8.2 Example of a Task Written as an Infinite Loop

Description:

(1) #pragma noregsave can be specified to reduce the amount of the stack area to be used.
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8.1.2

Rules on Using Registers

Table 8.1 shows the rules on using the registers and their initial values in a task.

Table 8.1 Rules on Using Registers and Initial Register Values in a Task

No. Register Use *' Initial Value

1 PC — Task address

2 SR 0] See table 8.2

3 RO to R3 \ Undefined

4 R4 \ When activated by TA_ACT attribute or
act_tsk: exinf specified at task creation
When activated by sta_tsk: stacd specified
by sta_tsk

5 R5 \ Undefined

6 R6 \ Undefined

7 R7 V Undefined

8 R8 to R14, MACH, MACL, GBR \ Undefined

9 R15 0] End address of stack area for the task

10 PR o Address of task end processing in the kernel

11 [DSP]DSR \ # 0

12  [DSP] RS, RE, MOD, A0, A0G, \ =2 Undefined

A1, A1G, MO, M1, X0, X1, YO, Y1

13 [FPU] FPSCR y = inifpscr specified at task creation when the
TA_COP1 attribute is specified; otherwise,
undefined

14  [FPU] FPUL, FPRO_BANKO to \ Undefined

FPR15_BANKO
15  [FPU] FPRO_BANK1 to A Undefined

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at task initiation
when execution is returned from the task function.

*2 The register can be used only when the TA_COPO attribute is specified.
*3 The register can be used only when the TA_COP1 attribute is specified.
*4 The register can be used only when the TA_COP1|TA_COP2 attribute is specified.
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Table 8.2 SR at Task Initiation

SR at Initiation (The values of the bits not
shown here are undefined.)

TA_COPnN Attribute Assigned Domain MD RB BL DSP FD IMASK

None Kernel domain 1 0 0 0 1 0
User domain 0
TA_COPO Kernel domain 1 1
User domain 0
TA_COP1 (|]TA_COP2) Kernel domain 1 0 0
User domain 0
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8.2 Task Exception Processing Routines

8.2.1 Writing a Task Exception Processing Routine

A task exception processing routine must be written as a C-language function as shown in
table 8.3.

#include "kernel.h"
void Texrtn (TEXPTN texptn,VP_INT exinf) « (1)

{

/* Processing */

Figure 8.3 Example of a Task Exception Processing Routine
Description:

(1) The task exception source pattern is passed through texptn, and the task extended information
is passed through exinf.
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8.2.2 Rules on Using Registers

Table 8.3 shows the rules on using the registers and their initial values in a task exception
processing routine.

Table 8.3  Rules on Using Registers and Initial Register Values in a Task Exception
Processing Routine

No. Register Use *' Initial Value

1 PC — Address of task exception processing
routine

2 SR 0] See table 8.4

3 RO to R3 \ Undefined

4 R4 \ Exception source pattern

5 R5 \ Task extended information

6 R6 \ Undefined

7 R7 \ Undefined

8 R8 to R14, MACH, MACL, GBR \ Undefined

9 R15 0] Stack area for the task

10 PR o Address of the end processing for the task
exception processing routine in the kernel

11 [DSP]DSR \ # 0

12 [DSP] RS, RE, MOD, A0, A0G, \ # Undefined

A1, A1G, MO, M1, X0, X1, YO, Y1

13 [FPU] FPSCR A inifpscr specified at creation of the task
exception processing routine when the
TA_COP1 attribute is specified; otherwise,
undefined

14  [FPU] FPUL, FPRO_BANKO to Sk Undefined

FPR15_BANKO
15  [FPU] FPRO_BANKT1 to Sk Undefined

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at initiation
when execution is returned from the task exception processing routine function.

*2 The register can be used only when the TA_COPO attribute is specified.
*3 The register can be used only when the TA_COP1 attribute is specified.
*4 The register can be used only when the TA_COP1|TA_COP?2 attribute is specified.
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Table 8.4 SR at Initiation of Task Exception Processing Routine

SR at Initiation (The values of the bits not
shown here are undefined.)

TA_COPnN Attribute Assigned Domain MD RB BL DSP FD IMASK

None Kernel domain 1 0 0 0 1 0
User domain 0
TA_COPO Kernel domain 1 1
User domain 0
TA_COP1 (|]TA_COP2) Kernel domain 1 0 0
User domain 0
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8.3 Extended Service Call Routines and Trap Routines

8.3.1 Writing an Extended Service Call Routine or a Trap Routine
(1) Extended Service Call Routines
An extended service call routine is called through a cal_svc service call.

An extended service call routine must be written as a C-language function as shown in figure 8.4.

#include "kernel.h"
ER UINT Svcrtn(VP_INT parl, VP _INT par2, VP_INT par3, VP_INT par4) <« (1)
{

/* Processing */

return E_OK;

P <@

Figure 8.4 Example of an Extended Service Call Routine (1)
Description:

(1) An extended service call routine receives four VP_INT-type parameters specified through
cal_svc.

(2) An ER_UINT-type value is passed as a return value from cal_svc.

When only one or two parameters are to be passed, an extended service call routine can be written
as shown in figure 8.5.

#include "kernel.h"
ER_UINT Svertn(VP_INT parl, VP_INT par2) «~ (1)
{

/* Processing */

return E_OK;

Figure 8.5 Example of an Extended Service Call Routine (2)
Description:

(1) An extended service call routine receives only two VW-type parameters, parl and par2,
specified through cal_svc.
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(2) Trap Routines
A trap routine is called when a TRAPA instruction is executed.

A trap routine must be written as a C-language function as shown in figure 8.6.

#include "kernel.h"
void Trprtn (VT _TRAP *pk trap) «~ (1)
{

/* Processing */

return;

Figure 8.6 Example of a Trap Routine
Description:

(1) pk_trap indicates the address of the packet where the register information is saved when a
TRAPA instruction is executed.

Figure 8.7 shows the VT_TRAP definition.
This packet holds the value of each register when a TRAPA instruction is executed.

The kernel restores each register value to the respective value saved in this packet when the
execution of a trap routine is completed.

Note that ctxid, ssr, and r15 in this packet must not be modified. If they are modified, correct
operation is not guaranteed.
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typedef struct {
Uw r0; /* RO_BANKO register */
Uw rl; /* R1_BANKO register */
Uw r2; /* R2_BANKO register */
Uw r3; /* R3_BANKO register */
Uw rd; /* R4 BANKO register */
Uw r5; /* R5_BANKO register */
Uw r6; /* R6_BANKO register */
Uw r7; /* R7_BANKO register */
Uw pr; /* PR register */
Uw spc; /* SPC register */
Uw ssr; /* SSR register */
Uw ctxid; /* ctxid information (kernel internal information) */
Uw rl5; /* R15 register */

} VT _REGO;

typedef VT REGO VT TRAP;

Figure 8.7 VT_TRAP Type

8.3.2 Rules on Using Registers

Table 8.5 shows the rules on using the registers and their initial values in an extended service call

routine or a trap routine. The return value from an extended service call routine is stored in register
RO.
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Table 8.5

Call Routine or a Trap Routine

Rules on Using Registers and Initial Register Values in an Extended Service

No. Register Use *' Initial Value
1 PC — Routine address
2 SR 0] See table 8.6
3 RO to R3 \ Undefined
4 R4 \ Extended service call routine: par1
Trap routine: pk_trap
5 R5 \ Extended service call routine: par2
Trap routine: Undefined
6 R6 S Extended service call routine: par3
Trap routine: Undefined
7 R7 S Extended service call routine: par4
Trap routine: Undefined
R8 to R14, MACH, MACL, GBR O Undefined
R15 0] (1) When called in a task context:
Privileged stack area for the calling task
(2) When called in a non-task context:
Stack used before the routine is called (non-
task stack)
10 PR o Address of the return processing in the
kernel
11 [DSP] DSR, RS, RE, MOD, A0, 2 Undefined
A0G, A1, A1G, MO, M1, X0, X1,
YO0, Y1
12 [FPU] FPSCR A inifpscr specified at routine definition when
the TA_COP1 attribute is specified;
otherwise, undefined
13  [FPU] FPUL, FPRO_BANKO to A Undefined
FPR15_BANKO
14  [FPU] FPRO_BANK1 to Sk Undefined

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at initiation
when execution is returned from the routine function.

*2 The register can be used only when the TA_COPO attribute is specified.
*3 The register can be used only when the TA_COP1 attribute is specified.
*4 The register can be used only when the TA_COP1|TA_COP2 attribute is specified.
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Table 8.6 SR at Initiation of Extended Service Call Routine or Trap Routine

SR at Initiation
(The values of the bits not shown here are undefined.)

TA_COPnN Attribute MD RB BL DSP FD IMASK

None 1 0 0 0 1 Same as the value
before the extended

TA_COPo ! ! service call or TRAPA

TA_COP1 (|TA_COP2) 0 0 instruction

426

RENESAS



8.4 Interrupt Handlers

84.1 Writing an Interrupt Handler

An interrupt handler must be written as a general C-language function as shown in figure 8.8.

#include "kernel.h"
void IntHandler (void)

{

/* Processing */

Figure 8.8 Example of an Interrupt Handler
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8.4.2 Rules on Using Registers
Table 8.7 shows the rules on using the registers and their initial values in an interrupt handler.

Table 8.7 Rules on Using Registers and Initial Register Values in an Interrupt Handler

No. Register Use *' Initial Value

1 PC — Interrupt handler address

2 SR 0] See the description below

3 RO to R3 V Undefined

4 R4 V Undefined

5 R5 V Undefined

6 R6 V Undefined

7 R7 \ Undefined

8 R8 to R14, MACH, MACL, GBR O Undefined

9 R15 o Non-task stack

10 PR o Address of the return processing for an

interrupt in the kernel

11 [DSP] DSR, RS, RE, MOD, A0, Same as the value before the interrupt
AQG, A1, A1G, MO0, M1, X0, X1,
YO, Y1

12 [FPU] FPSCR Same as the value before the interrupt

13 [FPU] FPUL, FPRO_BANKO to Same as the value before the interrupt
FPR15_BANKO

14 [FPU] FPRO_BANK1 to Same as the value before the interrupt

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.
O: The register value must be restored to its initial value held at initiation
when execution is returned from the handler function.
The register with no indication in the Use column must not be used (accessed).
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The bits in SR hold the following values when an interrupt handler is initiated.

e Mode (MD) bit: Always 1.

e Register bank (RB) bit: Always 0.

e Block (BL) bit: Depends on the inhsr value specified at definition of the interrupt handler.

e DSP bit (SH4AL-DSP): 0

e FPU disable (FD) bit (SH-4A): 1

o Interrupt mask level IMASK) bits: Depend on the inhsr value if the INTMU bit in CPUOPM

register is 0 when the kernel is started, or hold the level of the generated interrupt if the
INTMU bit is 1.

e Other bits: Undefined

In an interrupt handler, the BL and IMASK bits in SR must be specified so that interrupts with the
current interrupt level are not accepted.

8.4.3 DSP and FPU

In an interrupt handler, operation using the DSP or FPU is not allowed. Note, however, that an
extended service call routine or a trap routine called in an interrupt handler can use the
coprocessor corresponding to the attribute (TA_COPO, TA_COP1, or TA_COP2) specified for the
routine.

8.4.4 Notes on NMI

(1) The BL bit in SR must be set to 1 at initiation of the NMI interrupt handler, which can be
specified when the handler is defined, and must not be cleared within the NMI interrupt
handler.

(2) Although the interrupt controller can be used to specify whether to accept an NMI while the
BL bit in SR is 1, it must be specified so that no NMI is accepted in usual operation.

If accepting an NMI is specified, the amount of the stack used by the NMI interrupt handler
increases. When the memory object protection function is used, do not access MMU mapped
areas through the NMI interrupt handler. If a TLB miss occurs during access to an MMU
mapped area, the CPU is reset.

Reference:  Section 12.4.3, Stack Size Used by NMI Interrupt Handler
Section 5, Logical Address Space
Section 4.18.3 (2), Modifying the BL Bit in SR
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8.5 Interrupt and Exception Hook Routines

8.5.1 Overview

When a CPU exception or an interrupt occurs, the processor passes control to the following
address.

e General exception: VBR + H'100
e TLB miss exception: VBR + H'400
e Interrupt: VBR + H'600

The kernel initializes VBR through vsta_knl so that the above addresses point to the respective
processing routines inside the kernel. Each routine analyzes the source of the exception or
interrupt and initiates the handler corresponding to the source.

However, in some cases, user-specified processing should be performed for debugging before the
handler is initiated.

Select CFG_INTHOOK in the configurator to call a hook routine when a CPU exception or
interrupt occurs.

The symbol names of hook routines are determined according to the exception or interrupt type
(shown above) as follows.

o General exception: __kernel_hook_exp (name in the assembly-language level)
e TLB miss exception: __kernel_hook_tlb (name in the assembly-language level)

o Interrupt: __kernel_hook_int (name in the assembly-language level)

Refer to the sample hook routines stored in samples\sysapp\inthook.src.
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8.5.2 Writing a Hook Routine

A hook routine must be written in the assembly language as shown in figure 8.9.

.section PSCP_hiknl, code, align=4 ; Any section name can be used.
.export _ kernel hook exp
__kernel_hook_exp: ; Symbol for the start address of the hook routine for general exceptions
; General exception processing (VBR + H'100) including TRAPA

; Write user-code here.

rts ; The RTS instruction returns execution to the usual general exception processing in the kernel.
nop
.pool
.export _ kernel hook tlb
__kernel_hook_tlb: ; Symbol for the start address of the hook routine for TLB miss exceptions

; TLB miss exception processing (VBR + H'400)

; Write user-code here.

rts ; The RTS instruction returns execution to the standard TLB exception processing in the
kernel.
nop
.pool
.export _ kernel hook int
__kernel hook_int: ;Symbol for the start address of the hook routine for interrupts

; Interrupt processing (VBR + H'600)
; Write user-code here.

rts ; The RTS instruction returns execution to the standard interrupt processing in the
kernel.

nop
.pool

.end

Figure 8.9 Examples of Hook Routines
8.5.3 Rules on Using Registers
Table 8.8 shows the rules on using the registers and their initial values in a hook routine.
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Table 8.8  Rules on Using Registers and Initial Register Values in a Hook Routine

No. Register Use *' Initial Value
1 PC — Hook routine address
2 SR 0] Determined by the interrupt or exception

processing in the processor.

Note especially the following.

e MD bit: 1
e RBbit: 1
e BL bit: 1
The BL bit must not be changed to 0.
RO to R2_BANK1 Xl Undefined
R3 to R7_BANK1 o Undefined
RO to R7_BANKO (0] Same as the value before the interrupt or
exception
6 R8 to R14, MACH, MACL, GBR o Same as the value before the interrupt or
exception
7 R15 0] Same as the value before the interrupt or
exception
8 PR 0] Address of the interrupt or exception
processing in the kernel
9 SPC, SSR (0] Value specified by the exception processing
in the processor
10 [DSP] DSR, RS, RE, MOD, A0, Same as the value before the interrupt or
AO0G, A1, A1G, MO, M1, X0, X1, exception
YO0, Y1
11 [FPU] FPSCR Same as the value before the interrupt or
exception
12 [FPU] FPUL, FPRO_BANKO to Same as the value before the interrupt or
FPR15_BANKO exception
13 [FPU] FPRO_BANK1 to Same as the value before the interrupt or
FPR15_BANK1 exception

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at initiation
when execution is returned from the routine function.
The register with no indication in the Use column must not be used (accessed).
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8.54 Notes

(1) Only RO_BANKI1 to R2_BANKI can be used (the contents can be modified) in a hook routine.

(2) When a hook routine is initiated, both the BL and RB bits in SR are 1; the BL bit must not be
changed to 0.

(3) If a CPU exception occurs while the BL bit in SR is 1, the CPU is reset; do not generate a CPU
exception.

When the memory object protection function is selected, exceptions related to the TLB must
not be generated for the same reason; that is, a hook routine must not access any MMU
mapped area.

(4) A hook routine is executed with keeping BL = 1 in SR, and so it is not reentered.

(5) When using a stack, allocate a stack area in an MMU non-mapped area in advance and switch
to that area.
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8.6 Time Event Handlers

8.6.1 Writing a Time Event Handler

A time event handler must be written as a C-language function. Figure 8.10 shows an example of a
cyclic or alarm handler, and figure 8.11 shows an example of an overrun handler.

#include "kernel.h"
void Handler (VP_INT exinf) «~ (1)

{

/* Processing */

Figure 8.10 Example of a Cyclic or Alarm Handler
Description:

(1) The handler extended information is passed through exinf.

#include "kernel.h"

void Ovrhdr (ID tskid, VP_INT exinf) «~ (1)

{

/* Processing */

Figure 8.11 Example of an Overrun Handler
Description:

(1) The target task ID is passed through tskid, and the extended information for that task is passed
through exinf.
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8.6.2

Rules on Using Registers

Table 8.9 shows the rules on using the registers and their initial values in a time event handler.

Table 8.9  Rules on Using Registers and Initial Register Values in a Time Event Handler
No. Register Use *' Initial Value
1 PC — Handler address
2 SR 0] See the description below
3 RO to R3 V Undefined
4 R4 v Cyclic handler or alarm handler: Handler
extended information
Overrun handler: Target task ID
5 R5 \ Cyclic handler or alarm handler: Undefined
Overrun handler: Extended information for
the target task
6 R6 V Undefined
7 R7 \ Undefined
8 R8 to R14, MACH, MACL, GBR o Undefined
9 R15 O Non-task stack
10 PR 0] Address of the return processing in the
kernel
11 [DSP] DSR, RS, RE, MOD, A0, Undefined
A0G, A1, A1G, MO, M1, X0, X1,
YO, Y1
12  [FPU] FPSCR Undefined
13 [FPU] FPUL Undefined
14  [FPU] FPRO_BANKO to Undefined
FPR15_BANKO
15  [FPU] FPRO_BANK1 to Undefined

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at routine initiation
when execution is returned from the handler function.

The register with no indication in the Use column must not be used (accessed).
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The bits in SR hold the following values when a time even handler is initiated.

e Mode (MD) bit: Always 1.

e Register bank (RB) bit: Always 0.

e Block (BL) bit: Always 0.

e DSP bit (SH4AL-DSP): Always 0.

e FPU disable (FD) bit (SH-4A): Always 1.

o Interrupt mask level IMASK) bits: CFG_KNLMSKLVL
e Other bits: Undefined

In a time event handler, the BL. and IMASK bits in SR must be specified so that interrupts with the
level masked at initiation of the handler are not accepted.

8.6.3 DSP and FPU

In a time event handler, operation using the DSP or FPU is not allowed. Note, however, that an
extended service call routine or a trap routine called in a time event handler can use the
coprocessor corresponding to the attribute (TA_COPO, TA_COP1, or TA_COP?2) specified for the
routine.
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8.7 Initialization Routines

8.7.1 Writing an Initialization Routine

The initialization routines defined through the [Initialization routine] page in the configurator are
executed immediately before the multi-tasking environment is entered after the kernel is started.

Reference: Section 6.22.12, Start Kernel (vsta_knl, ivsta_knl)

An initialization routine must be written as a C-language function as shown in figure 8.12.

#include "kernel.h"
void InitRoutine (VP_INT exinf) «~ (1)

{

/* Processing */

Figure 8.12 Example of an Initialization Routine
Description:

(1) The extended information for the initialization routine is passed through exinf.
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8.7.2 Rules on Using Registers
Table 8.10 shows the rules on using the registers and their initial values in an initialization routine.

Table 8.10 Rules on Using Registers and Initial Register Values in an Initialization Routine

No. Register Use *' Initial Value
1 PC — Routine address
2 SR 0] See the description below
3 RO to R3 V Undefined
4 R4 \ Initialization routine extended information
5 R5 V Undefined
6 R6 V Undefined
7 R7 \ Undefined
8 R8 to R14, MACH, MACL, GBR 0] Undefined
9 R15 o Non-task stack
10 PR o Address of the return processing in the
kernel
11 [DSP] DSR, RS, RE, MOD, A0, Undefined
AQG, A1, A1G, MO0, M1, X0, X1,
YO, Y1
12 [FPU] FPSCR Undefined
13 [FPU] FPUL Undefined
14  [FPU] FPRO_BANKO to Undefined
FPR15_BANKO
15  [FPU] FPRO_BANKI1 to Undefined

FPR15_BANK1

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at routine initiation
when execution is returned from the routine function.
The register with no indication in the Use column must not be used (accessed).
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The bits in SR hold the following values when an initialization routine is initiated.

e Mode (MD) bit: Always 1.

e Register bank (RB) bit: Always 0.

e Block (BL) bit: Always 0.

e DSP bit (SH4AL-DSP): Always 0.

e FPU disable (FD) bit (SH-4A): Always 1.
o Interrupt mask level IMASK) bits: 15

e Other bits: Undefined

In an initialization routine, the BL and IMASK bits in SR must be specified so that interrupts with
the level masked at initiation of the routine are not accepted.

8.7.3 DSP and FPU

In an initialization routine, operation using the DSP or FPU is not allowed. Note, however, that an
extended service call routine or a trap routine called in an initialization routine can use the
coprocessor corresponding to the attribute (TA_COPO, TA_COP1, or TA_COP?2) specified for the
routine.

Before a DSP operation is performed, the DSR must be correctly initialized. For appropriate initial
values, refer to the hardware manual of the microcomputer being used.
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8.8 CPU Exception Handler

Refer to the sample CPU exception handler stored in samples\sysapp\exchdr.c.

8.8.1 Writing the CPU Exception Handler

The CPU exception handler must be written as a C-language function as shown in figure 8.13.

#include "kernel.h"
void Exchdr (VT _EXC *pk exc) <« (1)

{

/* Processing */

Figure 8.13 Example of CPU Exception Handler

Description:

(1) pk_exc indicates the address of the packet where the register information is saved when a CPU
exception occurs.

The VT_EXC-type structure consists of VT_EXCINF-type, VT_REGO-type, and VT_REGI-type
structures as shown in figure 8.14. Figures 8.15 to 8.17 show the definition of each type.

typedef struct {

VT_EXCINF  vt_excinf;

VT REG1 vt_regl;
VT REGO vt_reg0;
} VT _EXC;

Figure 8.14 VT_EXC Type
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typedef struct {

UwW syssts;
ID tskid;
ID domid;
STAT texstat;
Uw expevt;
UwW tra;

Uw tea;

} VT _EXCINF;

/* System status (kernel internal information) before the exception occurs
/* ID of the task executed before the exception.
TSK_NONE(0) when no task was executed */

*/

/* ID of the domain where the task executed before the exception is assigned.

TDOM_NONE(-2) when no task was executed */
/* Exception processing state of the task with tskid.
Invalid (undefined value) when tskid = TSK_NONE(0) */

/* EXPEVT register */
/* TRA register */
/* TEA register */

Figure 8.15 VT_EXCINF Type

typedef struct {

uw ro;
uw rl;
uw r2;
Uw r3;
uw r4;
Uw r5;
uw ré6;
uw r7;
UwW pr;
uw spc;
UwW ssr;
uw ctxid;
uw rl5;
} VT _REGO;

/* RO_BANKO register */
/* R1_BANKO register */
/* R2_BANKO register */
/* R3_BANKO register */
/* R4_BANKO register */
/* R5_BANKO register */
/* R6_BANKO register */
/* R7_BANKO register */
/* PR register */

/* SPC register */

/* SSR register */

/* ctxid information (kernel internal information) */

/* R15 register */

Figure 8.16 VT_REGO Type
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typedef struct {
uw rs8; /* R8 register */
uwW r9; /* RO register */
uw mach; /* MACH register */
uwW rlo; /* R10 register */
uw macl; /* MACL register */
uw rll; /* R11 register */
uw gbr; /* GBR register */
uw rl2; /* R12 register */
uw rl3; /* R13 register */
uw rld; /* R14 register */

} VT _REG1;

Figure 8.17 VT_REGI1 Type

The kernel restores each register value to the respective values saved in vt_reg0 or vt_regl when
the execution of the CPU exception handler is completed. To modify the register contents for
exception processing, modify the packet contents. Note, however, that ssr, ctxid, and r15 in
vt_reg0 must not be modified. If they are modified, correct operation is not guaranteed.

The FPU register values and DSP register values are not saved in this packet. The kernel neither
saves these register values when initiating a handler, nor restores the registers when execution of
the handler is completed. To modify the DSP or FPU registers for exception processing, modify
the desired registers directly in the handler; note that direct modification is only allowed for a DSP
or FPU exception. If the current exception is not related to the DSP or FPU, manipulation of the
DSP or FPU registers may not be possible. The program for modifying the registers must be
written in the assembly language.

8.8.2 Macros Specialized for CPU Exception Handler

The following C-language macros specialized for the CPU exception handler are provided to refer
to various states when a CPU exception occurs. All macros specify pk_exc, which is passed to the
CPU exception handler as a parameter. The kernel does not detect errors in the parameters
specified in these macros.
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(1) Referring to the Context at CPU Exception: VSNS_CTX Macro
C-Language API:

BOOL state = VSNS_CTX (VT EXC *pk_exc) ;

Return Parameter:

BOOL  state Context

Function:

The return value is determined in the same way as in the sns_ctx service call; that is, TRUE is
returned when a non-task context is executed when a CPU exception occurs, or FALSE when a
task context is executed.

(2) Referring to the ID of the Task in RUNNING State at CPU Exception:
VGET_TID Macro

C-Language API:

ID tskid = VGET_TID (VT EXC *pk_exc);
Return Parameter:

D tskid Task ID

Function:

The return value is determined in the same way as in the iget_tid service call; that is, the ID of the
task in RUNNING state when a CPU exception occurs is returned. To be more specific, when a
CPU exception occurs in a task context, the ID of the task is returned. When a CPU exception
occurs in a non-task context, the ID of the task in RUNNING state before the non-task context was
entered is returned. If there is no task in RUNNING state, TSK_NONE(0) is returned.

Note that the ID of the task in RUNNING state before a non-task context was entered is returned
when a CPU exception occurs in the non-task context. Use VSNS_CTX() to check whether a CPU
exception occurred in a task context or a non-task context.
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(3) Referring to the ID of the Domain for the Task in RUNNING State at CPU Exception:
VGET_DID Macro

C-Language API:

ID domid = VGET DID(VT EXC *pk_exc) ;
Return Parameter:

1D domid Domain ID

Function:

The return value is determined in the same way as in the iget_did service call; that is, the ID of the
domain for the task in RUNNING state when a CPU exception occurs is returned. To be more
specific, when a CPU exception occurs in a task context, the ID of the domain for the task is
returned. When a CPU exception occurs in a non-task context, the ID of the domain for the task in
RUNNING state before the non-task context was entered is returned. If there is no task in
RUNNING state, TDOM_NONE(-2) is returned.

Note that the ID of the domain for the task in RUNNING state before a non-task context was
entered is returned when a CPU exception occurs in the non-task context. Use VSNS_CTX() to
check whether a CPU exception occurred in a task context or a non-task context.

(4) Referring to the CPU-Locked State at CPU Exception: VSNS_LOC Macro
C-Language API:

BOOL state = VSNS_LOC(VT_EXC *pk exc);

Return Parameter:

BOOL state CPU-locked state

Function:

The return value is determined in the same way as in the sns_loc service call; that is, TRUE is
returned when a CPU exception occurs in the CPU-locked state, or FALSE in the CPU-unlocked
state.
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(5) Referring to the Dispatch-Disabled State at CPU Exception: VSNS_DSP Macro
C-Language API:

BOOL state = VSNS _DSP (VT EXC *pk_exc) ;

Return Parameter:

BOOL state Dispatch-disabled state

Function:

The return value is determined in the same way as in the sns_dsp service call; that is, TRUE is
returned when a CPU exception occurs in the dispatch-disabled state, or FALSE in the dispatch-
enabled state.

(6) Referring to the Dispatch-Pended State at CPU Exception: VSNS_DPN Macro
C-Language API:

BOOL state = VSNS DPN (VT EXC *pk exc);

Return Parameter:

BOOL state Dispatch-pended state

Function:

The return value is determined in the same way as in the sns_dpn service call; that is, TRUE is
returned when a CPU exception occurs in the dispatch-pended state; otherwise, FALSE is
returned.
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(7) Referring to the Task Exception-Disabled State for the Task in RUNNING State at CPU
Exception: VSNS_TEX Macro

C-Language API:

BOOL state = VSNS_TEX (VT EXC *pk_exc) ;
Return Parameter:

BOOL state Task exception-disabled state
Function:

The return value is determined in the same way as in the sns_ctx service call; that is, FALSE is
returned when the return value from VGET_TID is not TSK_NONE(0) and the task is in the task
exception-enabled state; otherwise, TRUE is returned.
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8.8.3 Rules on Using Registers

Table 8.11 shows the rules on using the registers and their initial values in the CPU exception
handler.

Table 8.11 Rules on Using Registers and Initial Register Values in CPU Exception Handler

No. Register Use *' Initial Value

1 PC — Handler address

2 SR 0] See the description below

3 RO to R3 S Undefined

4 R4 \ pk_exc

5 R5 S Undefined

6 R6 S Undefined

7 R7 \ Undefined

8 R8 to R14, MACH, MACL, GBR S Undefined

9 R15 (0] Non-task stack

10 PR 0] Address of the return processing for a CPU

exception in the kernel

11 [DSP] DSR, RS, RE, MOD, A0, O#*? Same as the value before the CPU
AO0G, A1, A1G, M0, M1, X0, X1, exception
YO, Y1

12 [FPU] FPSCR O* Same as the value before the CPU

exception

13 [FPU] FPUL, FPRO_BANKO to O Same as the value before the CPU
FPR15_BANKO exception

15 [FPU] FPRO_BANK1 to 0** Same as the value before the CPU
FPR15_BANK1 exception

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at initiation
when execution is returned from the handler function.

*2 Modify the required register only when the exception cause should be cleared.

447
RENESAS



The bits in SR hold the following values when the CPU exception handler is initiated.

e Mode (MD) bit: Always 1.
e Register bank (RB) bit: Always 0.

e Block (BL) bit: Depends on the excsr value specified at definition of the CPU exception
handler

e Other bit: Same as the value before the CPU exception

In the CPU exception handler, the BL and IMASK bits in SR must be specified so that interrupts
with the level masked at initiation of the handler are not accepted.

8.8.4 DSP and FPU

In the CPU exception handler, operation using the DSP or FPU is not allowed except when
registers are modified for exception processing.
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8.9 Memory Access Violation Handler

8.9.1 Overview

The memory access violation handler is initiated when an illegal memory access is performed for
an MMU mapped area while the memory object protection function is used. When the memory
object protection function is used, a memory access violation handler must be created and
embedded in the kernel.

Refer to the sample memory access violation handler stored in samples\sysapp\mavhdr.c.

8.9.2 Writing the Memory Access Violation Handler

The memory access violation handler must be written as a C-language function as shown in
figure 8.18.

#include "kernel.h"
void _kernel mavhdr (VT_MAV *pk mav, VT_EXC *pk_exc) «~ (1)

{

/* Processing */

Figure 8.18 Example of Memory Access Violation Handler
Description:

(1) The name of the memory access violation handler is determined as "_kernel_mavhdr". pk_mav
indicates the type of access violation, and pk_exc indicates the address of the packet where the
register information is saved when memory access violation occurs.

For the VT_EXC type definition, see figures 8.14 to 8.17.

The kernel restores each register value to the respective values saved in vt_reg0 or vt_regl when
the execution of the memory access violation handler is completed. To modify the register
contents for exception processing, modify the packet contents. Note, however, that ssr, ctxid, and
r15 in vt_reg0 must not be modified. If they are modified, correct operation is not guaranteed.

The FPU register values and DSP register values are not saved in this packet. The kernel neither
saves these register values when initiating a handler, nor restores the registers when execution of
the handler is completed. To modify the DSP or FPU registers for exception processing, modify
the desired registers directly in the handler; note that direct modification is only allowed for a DSP
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or FPU exception. If the current exception is not related to the DSP or FPU, manipulation of the
DSP or FPU registers may not be possible. The program for modifying the registers must be
written in the assembly language.

Figure 8.19 shows the definition of the VT_MAYV type.

typedef struct {
Uw type; /* Error type */
UwW access; /* Read or write */
} VT _MAV;

Figure 8.19 VT_MAY Type
Either one of the following values is passed through type.

e E_NOEXS: An address that is not specified as a memory object in an MMU mapped area is
accessed or the P3 area is accessed in the privileged mode.

e E_MACV: There is no access permission when an existing memory object is accessed.

Through access, TPM_READ(0) is passed for read access, or TPM_WRITE(1) for write access.

8.9.3 Macros Specialized for CPU Exception Handler

The macros described in section 8.8.2, Macros Specialized for CPU Exception Handler, can also
be used in the memory access violation handler.
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8.94 Rules on Using Registers

Table 8.12 shows the rules on using the registers and their initial values in the memory access
violation handler.

Table 8.12 Rules on Using Registers and Initial Register Values in Memory Access
Violation Handler

No. Register Use *' Initial Value

1 PC — Handler address

2 SR 0] See the description below

3 RO to R3 S Undefined

4 R4 v pk_mav

5 R5 \ pk_exc

6 R6 S Undefined

7 R7 \ Undefined

8 R8 to R14, MACH, MACL, GBR S Undefined

9 R15 0] Non-task stack

10 PR 0] Address of the return processing for

memory access violation in the kernel

11 [DSP] DSR, RS, RE, MOD, A0, ok Same as the value before the memory
AO0G, A1, A1G, MO, M1, X0, X1, access violation
YO, Y1

12 [FPU] FPSCR ok Same as the value before the memory

access violation

13 [FPU] FPUL, FPRO_BANKO to 0** Same as the value before the memory
FPR15_BANKO access violation

15 [FPU] FPRO_BANK1 to O Same as the value before the memory
FPR15_BANK1 access violation

Notes: *1 +: The register can be used without saving or restoring the register value.

O: The register value must be restored to its initial value held at initiation
when execution is returned from the handler function.

*2 Modify the required register only when the exception source should be clarified.
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The bits in SR hold the following values when the memory access violation handler is initiated.
Note especially that the handler is initiated with keeping BL = 1. Any service call must not be
issued while BL = 1.

e Mode (MD) bit: Always 1.
e Register bank (RB) bit: Always 0.
e Block (BL) bit: Always 0.

e Other bits: Same as the value before the memory access violation

In the memory access violation handler, the BL and IMASK bits in SR must be specified so that
interrupts with the level masked at initiation of the handler are not accepted.

8.9.5 DSP and FPU

In the memory access violation handler, operation using the DSP or FPU is not allowed except
when registers are modified for exception processing.
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8.10  System Down Routine

8.10.1 Overview

The system down routine is called when a vsys_dwn service call is issued or an abnormal state is
detected in the kernel. Various information regarding the cause of abnormality is passed to the
system down routine. A system down routine must always be created and embedded in the kernel.

Refer to the sample system down routine stored in samples\sysapp\sysdwn.c.

8.10.2  Writing the System Down Routine

The system down routine must be written as a C-language function as shown in figure 8.20.

#include "kernel.h"
void _kernel sysdwn ( ER type, VW infl, VW inf2, VW inf3)
{

/* Processing */

while (1) ;

Figure 8.20 Example of System Down Routine
The function name of the system down routine is determined as "_kernel_sysdwn".

Execution should not return from the system down routine.
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8.10.3  Rules on Using Registers

Since execution does not return from the system down routine, any register can be freely used in
the system down routine.

Parameters are passed through the following registers.

e R4:type
e RS5:infl
e R6:inf2
e R7:inf3

For the function of each parameter, refer to the following.

Reference: Section 16.1, Information during System Down
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Section 9 Standard Timer Driver

9.1 Overview

If CFG_OPTTMR is not selected in the configurator, a standard timer driver must be created and
installed in the kernel.

The HI7300/PX provides a sample of the standard timer driver (samples\skrnrnrn\kernel\knl_side\
tmrdrv.c). Table 9.1 lists the samples of standard timer drivers.

Table 9.1 Samples of Standard Timer Drivers Provided for HI7300/PX V.1.00

shnnnn Target Microcomputer and Internal Timer Module
73180 SH73180 TMU CHO

7343 SH7343 TMU CHO

7780 SH7780 TMU CH3

7785 SH7785 TMU CH3

9.2 Configuration of Functions

The standard timer driver is composed of timer initialization and timer interrupt routines. The
timer interrupt routine is called from the timer interrupt handler _kernel_isig_tim() of the kernel,
and clears interrupt factors. In addition, the timer initialization routine is executed as an
initialization routine.

These function names are fixed as follows:

e Timer initialization routine: _kernel_tmrini()

e Timer interrupt routine: _kernel_tmrint()
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9.2.1 Timer Initialization Routine (_kernel_tmrini())

In the timer initialization routine, the macros listed in table 9.2, which are output to
kernel_macro.h by the configurator, are used to initialize the timer.

Table 9.2 Macros Used in Timer Initialization Routine

Macro Name Item Set by the Configurator Description
TIC_NUME CFG_TICNUME in the [Time Numerator of time tick period [msec]
Management Function] page = TIC_NUME/TIC_DENO
TIC_DENO CFG_TICDENO in the [Time
Management Function] page
VTCFG_TIMINTNO CFG_TIMINTNO in the [Time Timer interrupt number

Management Function] page

VTCFG_TMRCLOCK CFG_TMRCLOCK in the [Time  Clock supplied to the timer [Hz]
Management Function] page

VTCFG_KNLLVL CFG_KNLLVL in the [Kernel] Kernel interrupt mask level or timer
page interrupt level

The following operations are performed in the timer initialization routine:

e Definition of the timer interrupt handler

o Initialization of the timer device or interrupt controller

Figure 9.1 shows an example of the timer initialization routine.
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extern void _kernel isig tim(void);

void _kernel tmrini (void)

{

/*** Interrupt handler definition packet ***/

const T DINH dinh <- (1)
= { TA_HLNG, & kernel isig tim, (MD_BIT|BL BIT) | ((VTCFG_KNLLVL)<<4)};
INT old sr;
/* Define timer interrupt handler */ <- (1)
if ((def_inh (VTCFG_TIMINTNO, &dinh)) != E_OK) {
while (1) {
}
}
/* Save current SR */
old sr = get cr();
/* Set SR.BL=1 */
set cr(BL BIT | old sr);
/* Cancel TMU module-stop */ <- (2)
TIMER_MSTOP_CANCEL() ;
/* Initialize INTC for TMU */ <- (3)
TIMER_INTC_SET (VTCFG_KNLLVL) ;
/* Initialize TMU.CHO */ <- (4)
TIMER_INITIALIZE () ;
/* Restore SR */
set_cr(old_sr);
}
Figure 9.1 Example of Timer Initialization Routine
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(1) The timer interrupt handler must be defined as follows:

e Interrupt number: VTCFG_TIMINTNO

e Attribute of the handler: TA_ HLNG

e Handler address: ‘_kernel_isig_tim’ (internal kernel module)

e SR at activation: (MD_BIT | BL_BIT) | (VTCFG_KNLLVL) <<4)

(2) The module stop of the timer device is canceled. The TIMER_MSTOP_CANCEL() has been
defined by mstop_tmu.h.

(3) The interrupt controller is set so that the timer interrupt level will be VTCFG_KNLLVL. The
TIMER_INTC_SET() is defined by intc_tmu.h.

(4) The timer device is initialized so that the condition of the input clock to the timer will be
VTCFG_TMRCLOCK][Hz] and the interrupt cycle will be TIC_NUME/TIC_DENO[msec].
The TIMER_INITIALIZE() is defined with tmu.h.

9.2.2 Timer Interrupt Routine (_kernel_tmrint())

In the timer interrupt routine, interrupt factors are cleared.

void _kernel_ tmrint (void)

TIMER_INTERRUPT () ; <- (1)

Figure 9.2 Example of Timer Interrupt Routine

(1) The interrupt factor is cleared. The TIMER_INTERRUPT() is defined with tmu.h.
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Section 10 Configurator

10.1 Overview

The configurator is a tool used for setting the operating parameters of the kernel. The configurator
creates the following files according to the settings. These files created by the configurator are
totally referred to as "configuration files".

e ID name header file
The name specified for each object by the user is defined as the ID number in the configurator.
This file is included from an application.

e System definition files
The system configuration information is output to these files. These files are included from
two files, kernel_def.c and kernel_cfg.c. These two files are contained in the system\ directory.
kernel_def.c is linked with the kernel libraries. In other words, these files are used to extract
the necessary modules from the kernel libraries.

The configurator settings can be saved in a file whose extension is hcf. This file is called the
"configurator setting file" or "HCF file".

For the role played by the configurator in system configuration, refer to the following.

Reference: Section 11.1, Load Module Types
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10.2  Linkage Unit, Kernel Lock Mode, and [Kernel Side]

All setting items of the configurator are classified into the "kernel side" and "kernel environment
side".

The "kernel side" stands for information that will be included in a kernel load module (knl_side),
and the "kernel environment side" stands for information that will be included in a kernel
environment load module (env_side).

To prevent update of a kernel load module, set "kernel lock mode" for the configurator. In kernel
lock mode, changing information on the "kernel side" is limited and no configuration file is output
on the kernel side.

To enter kernel lock mode, select [Generate -> Kernel Lock Mode] from the menu bar.

In the case of creating objects, such as tasks, which item is on the kernel side can be set and
confirmed as shown below.

e The dialog box for creating an object has a [Kernel Side] check box. If this check box is
selected, that object is on the kernel side.

e The objects marked by a flag icon in the list box showing a list of objects are on the kernel
side.

For other setting items, refer to the subsequent sections.
In addition, refer to the following.
Reference: Section 11.1, Load Module Types

When specifying a C-language symbol or section name of an application, the symbol entity must
be included in the suitable linkage unit (load module on the kernel side or kernel environment
side).

10.3  Configuration Files Output from Configurator

Configuration files consist of header files for the application and system definition files. System
definition files are included only from the following two files which fetch the configuration result.

o kernel_def.c: Kernel side

e kernel_cfg.c: Kernel environment side

kernel_def.c and kernel_cfg.c are stored in the system\ directory.
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Table 10.1 lists the configuration files. In kernel lock mode, files on the kernel side are not output.

Table 10.1 Configuration Files Output from Configurator

Included from Included from

Classification File Name Linkage Unit kernel_def.c kernel_cfg.c

Header files for kernel_macro.h Kernel side O (included from kernel.h)

application kernel_id_sys.h Kernel side (0] (0]
kernel_id.h Kernel environment side (6}

System definition  kernel_def_main.h Kernel side (¢} (¢}

files kernel_def_import.h Kernel side (¢} (¢}
kernel_def_inireg.h Kernel side (0] —
kernel_def_inirtn.h Kernel side (0] —
kernel_def_attmem.h Kernel side (¢} —
kernel_cfg_main.h Kernel environment side — O
kernel_cfg_import.h Kernel environment side — (0]
kernel_cfg_inireg.h Kernel environment side — (0]
kernel_cfg_inirtn.h Kernel environment side — O
kernel_cfg_attmem.h Kernel environment side — (0]

10.3.1

(1) kernel_macro.h (kernel side)

Header Files for Application

This file is included from the header, kernel.h.

(2) kernel_id_sys.h (kernel side), kernel_id.h (kernel environment side)

Definition of the ID name specified when creating various objects in the configurator is output to
these files in the following form:

#define ID TASK A 1

/* ID value of ID name "ID TASK A" is 1 */

Including these files from an application as required allows the ID name to be used as an ID value

of an object.

If [Kernel Side] is selected at object creation, the ID name is output to kernel_id_sys.h, whereas if
not selected, it is output to kernel_id.h. Note that if [Kernel Side] is not selected, the configurator

can assign ID numbers automatically.
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The domain name is always output to kernel_id_sys.h.

kernel_id.h is a file on the kernel environment side so it should not be included in an application
that will be linked to the kernel side.

10.3.2  System Definition Files

(1) kernel_def _main.h (kernel side)

Information, such as the result of service call selection, which is used for selecting the necessary
function modules from the kernel libraries is output.

(2) kernel_cfg_main.h (kernel environment side)

Information, such as the number of tasks and the resource pool size, which is related to the system
size is output.

(3) kernel_def_import.h (kernel side), kernel_cfg_import.h (kernel environment side)

When a C-language symbol is specified in the configurator, the external reference statement for
that symbol is output to these files. The symbols on the kernel side are output to
kernel_def_import.h, while the symbols on the kernel environment side are output to
kernel_cfg_import.h.

(4) kernel_def_inireg.h (kernel side), kernel_cfg_inireg.h (kernel environment side)

The "initial registration routine" program for creating and defining various objects set in the
configurator is output. Objects on the kernel side are created and defined in kernel_def_inireg.h,
while objects on the kernel environment side are created and defined in kernel_cfg_inireg.h.

In addition, refer to the following.

Reference: e Section 6.22.12, Start Kernel (vsta_knl, ivsta_knl)
e Section 16.2.2, When Object Specified in Configurator Cannot be Created

(5) kernel_def_inirtn.h (kernel side), kernel_cfg_inirtn.h (kernel environment side)

The initialization routine information is output. The initialization routine information on the
kernel side is output to kernel_def_inirtn.h, while the initialization routine information on the
kernel environment side is output to kernel_cfg_inirtn.h.

(6) kernel_def_attmem.h (kernel side), kernel_cfg_attmem.h (kernel environment side)

The static memory object information is output. The static memory object information on the
kernel side is output to kernel_def attmem.h, while the static memory object information on the
kernel environment side is output to kernel_cfg_attmem.h.
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104 User Interface

10.4.1  Screen Configuration

Figure 10.1 shows the screen configuration of the configurator.

File View Generate Options Help
O = = B K?
Mewy Dpen Save Generate Help
=1 HI7300/F#Configuration information ~
Kernel] Parameter Check Function[CFG_PARCHEK] Max. Message Priority(CFG_MAXMSGPRI =
Time [55 -
Time: Management Function ¥ Checks Parameters of Service Calls(C) Setting Value(P) 255 -
Debugging Function
Uzer Damain Kermnel Interrupt Mask Lewel, Timer Interrupt Lewvel[CFG_KNLLYL]
Performance
Service Gall Selection Setting Value() 14 i
g:jgﬁ,:g?nzi %ﬁzg:m el The mask level used when an interrupt is masked in the kernel. This value is also the timer interrupt level,
Thitialization Routine which Is output to kernel_rmacro.h as YTCFG_KNLLYL,
Task
Semaphore Area Size
Ewent Flag
aaﬁlabgueue Nor-tagk Context Stack Size [CFG_NTSKSTKSZI 0+00001000
L]l alex
Pelutex Resource Pool Size[CFG_RESPOOLSZ]
Message Buffer
Fixerd-size Memary Pool Size(R) 0x00008000 Current Reguired Size 0x00002efc
Variable-size Memory Pool
Cyelic Handler
Alarm Handler Systermn Pool Size[CFG_SYSPOOLSZ]
Dverrun Handler i 0%00040000 i 0x00005000
Protested Memary Pool Size(g) MWinimurm Required Size
Protected Mailbox
- Wax. Sectar Countin System Fool [
S e [CFG_SYSPOOLECTNUMIT)
Mernory Object Protection Function
W Installs the Mermory Ohject Protection Function [CFG_PROTMEM]()

Default MMU Page Size[CFG_PAGESZ] 4KkB

W Checks Access Permission for Address Pararneter in Service Call [CF G_MEMCHKI(M)

Max. Page Countfor TLB Lock[CFG_MAXLOCPAGE]I(L) g -

If 1 or more is specified, the vioc_tlh and vunl_tib senice calls are installed.

v
< | | LN
For Help, press F1 NUM

Figure 10.1 Screen Configuration of Configurator
10.4.2  Title Bar
The title bar at the top of the window displays the application name or document name.
HIOS Gonfigurator — HIZ300/PX — [noprot sim_hefl
The title bar includes the following elements:
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(1) Control menu button of the application W

(2) Application name (HIOS Configurator — HI7300/PX —)
(3) HCF file name

(4) <Minimize> button =

(5) <Maximize>/<Restore Down> button ol=|

(6) <Close> button El

10.4.3 Menu Bar:[File] Menu

All information set by the user can be saved in the HCF files. The previously set contents can be
recovered by reading an HCF file.

The [File] menu is for creating, opening, or saving an HCF file.

The following commands are available.

e [New]

e [Open...]

e [Save]

e [Save As...]
o [Exit]

Up to four recently used HCF files can be displayed.

(1) [New] command ([File] menu)

Creates a new configurator setting file (untitled.hcf) and opens it.

Shortcut:
Tool bar: |
fe

Keyboard: CTRL + N

(2) [Open...] command ([File] menu)
Opens an existing HCF file.

Shortcut:

Tool bar: ==
Cpen
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Keyboard: CTRL + O

(3) [Save] command ([File] menu)

Saves the currently edited HCF file without changing the file name and storage location. The first
time a new configurator setting file (untitled.hcf) is saved, the [Save As] dialog box is displayed
so that the file can be saved with a suitable file name. To save a file with a different file name or
storage location, use the [Save As...] command.

Shortcut:

Tool bar: (]
Save

Keyboard: CTRL + S

(4) [Save As...] command ([File] menu)

Saves the currently edited contents in a new HCF file.

(5) [Exit] command ([File] menu)
Terminates the configurator. If the setting contents are not yet saved, a dialog box confirming
whether the contents should be saved or not is displayed.

10.4.4 Menu Bar:[View] Menu
The [View] menu is for enabling or disabling display of the toolbar and status bar.
The following commands are available.

e [Toolbar]
e [Status Bar]

(1) [Toolbar] command ([View] menu)

Enables or disables display of the toolbar. The toolbar includes tools which have the same
functions as the most frequently used commands, such as [Open...]. When the toolbar is
displayed, a check mark is put next to this command name in the [View] menu.

(2) [Status Bar] command ([View] menu)

Enables or disables display of the status bar. The status bar displays a simple description of a
command if a menu command or toolbar button is selected, and also the ON/OFF state of the
special keys on the keyboard. When the status bar is displayed, a check mark is put next to this
command name in the [View] menu.
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10.4.5 Menu Bar:[Generate] Menu
The [Generate] menu has the following commands.

e [Kernel Lock Mode]
¢ [Generate Configuration Files]

(1) [Kernel Lock Mode] command ([Generate] menu)

Sets or cancels kernel lock mode.

In kernel lock mode, "Kernel Lock" is displayed on the status bar.

Whether or not the configurator was in kernel lock mode is also saved in the HCF file.
Reference: 10.2 Linkage Unit, Kernel Lock Mode, and [Kernel Side]

(2) [Generate Configuration Files] command ([Generate] menu)

Generates the configuration files.

Selecting this command opens the [Generation of Configuration Files] dialog box in which the file
generation location is specified. After specifying the file generation location, click the [Generate]
button to generate the configuration files at the specified location.

Shortcut:

Tool bar: 2l
Generate

Keyboard: CTRL + G

10.4.6  Menu Bar:[Options] Menu
The [Options] menu has the following command.
e [Open the file used last time]

(1) [Open the file used last time] command ([Options] menu)

The file used last time is opened automatically when this command is selected.
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10.4.7 Menu Bar:[Help] Menu
The [Help] menu has the following commands.

e [Help Topics]
e [About HIOS Configurator...]

(1) [Help Topics] command ([Help] menu)
Opens the help files.

(2) [About HIOS Configurator...] command ([Help] menu)
Displays the version number and copyright of the configurator.
10.4.8 Toolbar

The toolbar is displayed immediately under the menu bar at the top of the application window. In
the toolbar, frequently used functions are registered as buttons.

[ = = £l K2

Feny Cpen Save Generate Help

To enable or disable display of the toolbar, select the [Toolbar] command in the [View] menu.

Each button is related with a command as shown below.

0O [New] command
M

== [Open...] command
Cpen

E [Save] command

Save

2] [Generate Configuration Files] command

Generate

A2 Help Initiation of context help mode

Help

10.4.9 Status Bar

The status bar is displayed at the bottom of the main window. To enable or disable display of the
status bar, select the [Status Bar] command in the [View] menu.

467
RENESAS



On the left side of the status bar, a brief description of a menu command is displayed when
selected. Similarly, when the cursor is placed on a toolbar button, a brief description is displayed.
To halt execution of a toolbar command after reading its description, move the mouse pointer to a
different location than that toolbar button and release the mouse button.

On the right side of the status bar, the following status is displayed.

o Kernel Lock: Kernel lock mode
e CAP: [Caps Lock] key is ON

e NUM: [Num Lock] key is ON
e SCRL: [Scroll Lock] key is ON

10.4.10 [Navigation] Window

The [Navigation] window displays the page that will be shown in the [Information Input] window.
Selecting an item in the list using the mouse or keyboard displays the page corresponding to the
selected item in the [Information Input] window.
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kernel

ZRU

Time Management Function
Debueeging Function

Uzer Domain

Perfarmance

Service Call Selection

Interrupt/CPU Exception Handler

Static Memary Object
Inhitialization Rautine
Task

Semaphore

Event Flag

Data Clueue

Mailbo:

Mutex

Meszage Buffer
Fixed-zize Memory Pool
Yariable-zize Memary Pool
Cwelic Handler

Alarm Handler

Crverrun Handler
Protected Memary Pool
Protected Mailbox
Extended Service Call
Trap

Figure 10.2 Navigation Window

10.4.11 [Information Input] Window

The [Information Input] window is for entering configuration information. This window displays

the page selected in the [Navigation] window.

For details of each page, refer to the subsequent sections.
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10.5 Page Configuration

Table 10.2 lists the pages.
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Table 10.2 List of Pages

Page

Setting ltems

[Kernel] page

Common items of the kernel

[CPU] page

Information related to the microcomputer used

[Time Management Function] page

ltems related to the time management function

[Debugging Function] page

ltems related to the debugging function (Debugging

Extension)

[User Domain] page

ID names of user domains

[Performance] page

Items related to the performance management
function using the program performance counter

(PPC) in the CPU

[Service Call Selection] page

Service calls to be installed

[Interrupt/CPU Exception Handler] page

Items related to an interrupt or CPU exception

[Static Memory Object] page

Registration of a static memory object

[Initialization Routine] page

Registration of an initialization routine

[Task] page

Items related to a task

[Semaphore] page

Items related to a semaphore

[Event Flag] page

Items related to an event flag

[Data Queue] page

Items related to a data queue

[Mailbox] page

ltems related to a mailbox

[Mutex] page

Items related to a mutex

[Message Buffer] page

ltems related to a message buffer

[Fixed-size Memory Pool] page

Items related to a fixed-size memory pool

[Variable-size Memory Pool] page

Items related to a variable-size memory pool

[Cyclic Handler] page

ltems related to a cyclic handler

[Alarm Handler] page

ltems related to an alarm handler

[Overrun Handler] page

Definition of the overrun handler

[Protected Memory Pool] page

Items related to a protected memory pool

[Protected Mailbox] page

Items related to a protected mailbox

[Extended Service Call] page

Items related to an extended service call

[Trap] page

Items related to a trap
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10.6 CFG Name

Most of the items set in the configurator affect kernel operation. Such setting items have a "CFG
name" that begins with "CFG_". This name is not only displayed on the configurator screen but is
also used in this manual. However, not all setting items are given names.

For example, CFG_SYSPOOLSZ in the [Kernel] page stands for the system pool size.

10.7  Specifications for Pages and Dialog Boxes

10.7.1 [Kernel] Page

In this page, set the common items of the kernel.

HIOS Configurator — HIF300/PX — [prot_sim_hcf]

File View Generate Options Help
] = =] 2 ¥4
Mew Open Save Generate Help

-1 HIF300/ PxConfigur A

Ko Parameter Check Function[CFG_PARCHK] Mz, Message PHOMLCFG_MANM SGPRI]

GPU
Time Managem
Debuzging Fum

Meszage Buffe
Fixed-size Mer
Wariable-size b
Cyclic Handler
Alarm Handler
Orverrun Handle
Frotected Mem
Protected Mailt
Extended Servi
Trap

W Checks Parameters of Service Calls(c)

Satting Value(®)

4 ¥
For Help. press F1

Resource Pool Size[CFG_RESPOOLSZ)

Size(E) Ox00200000

Current Required Size

Systemn Pool Size[CFG_8YSPOOLSR]

Size(S) Minimum Required Size

0x00350000
0

Max. Sectar Count in Systerm Pool
[CF6_SYSPOOLSCTMUM)D

Wemary Object Protection Function
¥ Installs the Memary Object Protection Function [CFG_PROTMEM] ()
Default MML! Page Size(CFG_PAGESZ] 4KB

v Checks Access Permission for Address Parameter in Service Call [CFG_MEMCHK](M
Max. Page Countfor TLB Lock{CF G_MARLOCPAGE]IL) 2 -

If1 or more is specified, the wloc_tlh and wunl_tlh service calls are installed.

265 -

User Damain Kernel Inferrupt Mask Level, Timer Interrupt Level [CFG_KMLLYL]

Performance

Service Call Se Setting Valuelk) 14 -

Interrupt/CPU

Sl‘;rircuiqgmmy The mask level used when an interrupt is masked in the kernel. This value is also the timer interrupt level,

Thitialization Rc which is autputto kernel_macro.h as WTOFG_KMLLVL.

Task

Semaphore Area Size

Event Flag

Eﬂa‘_EQ“”E Mon-task Contest Stack Size [CFG_NTSKSTKSZIM 0x00001000
31Do

Mutesx

Ox00005240
Ox00005000

NLUIM

472

Figure 10.3 [Kernel] Page
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Table 10.3 lists the [Kernel] page items.

Table 10.3 [Kernel] Page Items

Item CFG Name Linkage Unit
Parameter Check Function CFG_PARCHK Kernel side

Max. Message Priority CFG_MAXMSGPRI Kernel side

Kernel Interrupt Mask Level, Timer CFG_KNLLVL Kernel side

Interrupt Level

Non-task Context Stack Size CFG_NTSKSTKSZ Kernel environment side
Resource Pool Size CFG_RESPOOLSZ Kernel environment side
System Pool Size CFG_SYSPOOLSZz Kernel environment side
Max. Sector Count in System Pool CFG_SYSPOOLSCTNUM  Kernel environment side
Installs the Memory Object Protection CFG_PROTMEM Kernel side

Function

Default MMU Page Size CFG_PAGESZ Kernel side

Checks Access Permission for Address CFG_MEMCHK Kernel side

Parameter in Service Call

Max. Page Count for TLB Lock CFG_MAXLOCPAGE Kernel side

(1) [Parameter Check Function [CFG_PARCHK]]

If this check box is selected, the parameter errors in a service call are checked.

If this check box is not selected, the selection of CFG_MEMCHK described later is automatically
canceled.

Reference: Section 6.3.2, Parameter Check Function

(2) [Max. Message Priority [CFG_MAXMSGPRI]]

Select the maximum value of the message priority used in the mailboxes and protected mailboxes
from 1 to 255. When both mailboxes and protected mailboxes are not used, any value can be
selected because this item has no meaning.

The following statement is output to kernel_macro.h in response to this setting.
#define TMAX MPRI 255 /* Example when 255 is selected */

(3) [Kernel Interrupt Mask Level, Timer Interrupt Level [CFG_KNLLVL]]
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In the case of executing a critical section, the kernel sets the I bit in the SR register to
CFG_KNLLVL. An interrupt whose interrupt level is higher than this value is accepted without
delay even while the kernel is executing a critical section, but a service call cannot be issued from
that handler. A value from 1 to 15 can be selected.

In addition, CFG_KNLLVL is also the timer interrupt level.
The following statement is output to kernel_macro.h in response to this setting.
#define VTKNL LVL 15 /* Example when 15 is selected */

When CFG_OPTTMR in the [Time Management Function] page is not selected, in other words,
when the standard timer driver is used, the timer interrupt level should be initialized to
VTKNL_LVL in the initialization routine of the standard timer driver.

When the optimized timer driver is used, the kernel initializes the timer interrupt level to
CFG_KNLLVL.

Reference: Creating standard timer driver — Section 9, Standard Timer Driver

(4) [Area Size] group
(a) [Non-task Context Stack Size [CFG_NTSKSTKSZ]]

Specify the stack size for the non-task context in bytes. An integer between 256 and 0x20000000
can be specified. The specified value is rounded up to a multiple of four.

Reference: Section 12.4, Calculation of Non-task Context Stack Size

(b) [Resource Pool Size [CFG_RESPOOLSZ]]

Specify the resource pool size in bytes. An integer between 256 and 0x20000000 can be specified.
The specified value is rounded up to a multiple of four.

[Current Required Size] shows the required size for the objects that use the resource pool and were
created in the configurator. If a value smaller than this size is specified, the following error
message is displayed.

Resource pool size must be at least [Current Required Size]

However, this message may not be displayed even when the size is insufficient because the
resource pool is consumed even during system operation. A sufficient size must be specified
taking into consideration the cases where the resource pool is consumed.

Reference: e Section 4.31, Controlling Memory Fragmentation
e Section 13, Estimation of Resource Pool Size
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(c) [System Pool Size [CFG_SYSPOOLSZ]]

Specify the system pool size in bytes. An integer between 0 and 0x20000000 can be specified.
The specified value is rounded up to a multiple of 64 when CFG_PROTMEM is not selected and
to CFG_PAGESZ (= 4 kbytes) when CFG_PROTMEM is selected.

[Minimum Required Size] shows the minimum required size for the objects that use the system
pool and were created in the configurator. If a value smaller than this size is specified, the
following error message is displayed.

System pool size must be at least [Minimum Required Size]

The value shown in [Minimum Required Size] is the size when sector management is not
performed (CFG_SYSPOOLSCTNUM is 0) for the system pool. If a value other than 0 is set to
CFG_SYSPOOLSCTNUM, the system pool may be insufficient even though this error message is
not displayed. In such a case, the specified object cannot be created when the kernel is initiated
and system initiation fails.

Reference: Section 16.2.2, When Object Specified in Configurator Cannot be Created

When dynamically creating an object that uses the system pool in a service call, a sufficient size
must be specified taking into consideration the cases where the system pool is consumed.

Reference: e Section 4.31, Controlling Memory Fragmentation
o Section 14, Estimation of System Pool Size

(d)[Max. Sector Count in System Pool [CFG_SYSPOOLSCTNUM]]

Specify the maximum number of sectors in the system pool. If 0 is specified, sector management
is not performed.

If a value greater than the value calculated from the relevant equation below is specified, the
actual maximum number of sectors will be corrected to the value calculated from the relevant
equation by the kernel.

e When CFG_PROTMEM is selected: CFG_SYSPOOLSZ/(4096 x 32)
e When CFG_PROTMEM is not selected: CFG_SYSPOOLSZ/(64 x 32)

(5) [Memory Object Protection Function] group
In this group, settings related to the memory object protection function are made.

Reference: Section 4.21, Memory Object Protection Function

(a) [Installs the Memory Object Protection Function [CFG_PROTMEM]]
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Select this check box when installing the memory object protection function.
The following statement is output to kernel_macro.h in response to this setting.
#define VTCFG_PROTMEM 1 /* 1 for installation, 0 for no installation */

(b) [Default MMU Page Size [CFG_PAGESZ]]

The default page size is the MMU page size used by memory objects other than static memory
objects. The size is fixed at 4 kbytes (4096) and cannot be modified. For static memory objects, a
page size other than 4 kbytes can be selected independently.

The following statement is output to kernel_macro.h in response to this setting irrespective of
CFG_PROTMEM. However, this definition does not have any meaning unless CFG_PROTMEM
is selected.

#define VTCFG PAGESZ 4096

(¢) [Checks Access Permission for Address Parameter in Service Call [CFG_MEMCHK]]

When this check box is selected, whether access permission for the address parameter in a service
call is appropriate or not is checked. However, since this check has a large overhead, as long as
debugging has been performed sufficiently and this check will be redundant, this error check can
be skipped by canceling the selection of CFG_MEMCHK.

Note that when this check box is selected, CFG_PARCHK is also automatically selected.
Reference: Section 6.3.3, Access Permission Check Function for Address Parameters

(d) [Max. Page Count for TLB Lock [CFG_MAXLOCPAGE]]

Specify the maximum number of pages that can be TLB locked simultaneously from O to 32.

If a value other than O is selected, the vloc_tlb and vunl_tlb service calls are installed. However,
these service calls cannot be selected in the [Service Call Selection] page.

10.7.2  [CPU] Page

In this page, set information related to the microcomputer used.
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Figure 10.4 [CPU] Page

Table 10.4 lists the [CPU] page items.
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Table 10.4 [CPU] Page Items

ltem CFG Name Linkage Unit
Uses Microcomputer with DSP CFG_DSP Kernel side
Uses Microcomputer with FPU CFG_FPU Kernel side
Uses the DSP Standby Function CFG_DSPSTBY Kernel side
Address of Corresponding Module Stop CFG_MSTOPADR Kernel side
Control Register

Bit Location in Above Register CFG_MSTOPBIT Kernel side
Uses Microcomputer with On-chip Memory CFG_IRAM Kernel side
On-chip Memory Usage CFG_IRAMUSAGE Kernel side
List of On-chip Memories — Kernel side

(1) [Coprocessor] group
(a) [Uses Microcomputer with DSP [CFG_DSP]] or [Uses Microcomputer with FPU [CFG_FPU]]

Select CFG_DSP when a microcomputer with DSP mounted is used, and select CFG_FPU when a
microcomputer with FPU mounted is used. Note not to select CFG_DSP and CFG_FPU at the
same time.

The TA_COPO attribute for tasks or handlers can be used only when CFG_DSP is selected.
Similarly, the TA_COPI1 and TA_COP?2 attributes can be used only when CFG_FPU is selected.

(b) [Uses the DSP Standby Function [CFG_DSPSTBY]]

The DSP standby function is used to reduce power consumption by halting clock supply (module
stop) to the X/Y memory when executing a task whose attribute is not TA_COPO.

Select this check box when using the DSP standby function. When selected, the vchg_cop service
call is installed. Note that the vchg_cop service call cannot be selected in the [Service Call
Selection] page.

However, this item cannot be modified and has no meaning unless CFG_DSP is selected.
Reference: DSP standby function — Section 4.25, DSP Standby Control

(c) [Address of Corresponding Module Stop Control Register [CFG_MSTOPADR]] and [Bit
Location in Above Register [CFG_MSTOPBIT]]

Specify the address and bit location of the module stop control register that is controlled by the

DSP standby function, with reference to the hardware manual of the microcomputer used.
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The value that can be specified in [Address] ranges from 0xa0000000 to Oxbfffffff or 0xe0000000
to Oxfffffff and must also be a multiple of four.

In [Bit Location], specify a bit pattern in which the bit that corresponds to the specified module is
1. Normally, only the X/Y memory should be specified.

Note that when CFG_DSP or CFG_DSPSTBY is not selected, these items cannot be modified and
have no meaning.

(2) [Usage of On-chip Memory Logical Addresses When the Memory Object Protection Function
is Used] group

This group is valid only when the memory object protection function is used. If
CFG_PROTMEM is not selected in the [Kernel] page, the items in this group cannot be modified
and have no meaning.

Reference: Section 5.3.3, On-Chip Memory

(a) [Uses Microcomputer with On-chip Memory [CFG_IRAM]]

Select this check box when a microcomputer with on-chip memory is used.
If this check box is not selected, the subsequent items cannot be modified and have no meaning.

(b) [On-chip Memory Usage [CFG_IRAMUSAGE]]

Select from the following how the logical addresses of the on-chip memory allocated to the P2 or
P4 area are used.

(1) MMU non-mapped area, accessible in user mode
(2) MMU non-mapped area, not accessible in user (non-DSP) mode
(3) MMU mapped area

The kernel initializes the RP and RMD bits in RAMCR according to this setting when the vsta_knl
service call is issued.

However, if CFG_IRAM is not selected, the kernel does not initialize RAMCR.

(c) [List of On-chip Memories]

The logical addresses of the specified on-chip memories are handled as specified in
CFG_IRAMUSAGE.

The following items are in the pop-up menu.
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o [Define]: Opens the [Definition of On-chip Memory] dialog box to add an on-chip
memory definition

e [Delete]: Deletes the selected on-chip memory definition

e [Modify]: Opens the [Modification of Information for On-chip Memory Definition]
dialog box to modify the selected on-chip memory definition

(d) [Note]
All setting items in this group become invalid when CFG_PROTMEM is not selected in the
[Kernel] page. In addition, all items in this group cannot be modified.

In this case, the message shown in table 10.5 is displayed in [Note].

Table 10.5 [Note] in [Usage of On-chip Memory Logical Addresses When the Memory
Object Protection Function is Used] Group

Condition Display Message

CFG_PROTMEM is not selected All setting items in this group are invalid because
CFG_PROTMEM is not selected.

10.7.3  [Definition of On-chip Memory] Dialog Box and [Modification of Information for
On-chip Memory Definition] Dialog Box

Modification of Information for On—chip Memor._. ﬁ|§|

Marned) | U-Memory

Start Address (&) xa55e0000
Size(d 0x00040000

(0124 | Cancel |

Figure 10.5 [Definition of On-chip Memory] Dialog Box

Selecting [Define] from the pop-up menu in the [CPU] page opens the [Definition of On-chip
Memory] dialog box. Selecting [Modify] from the pop-up menu in the [CPU] page opens the
[Modification of Information for On-chip Memory Definition] dialog box. These two dialog
boxes have the same configuration.

The same information as the on-chip memory mounted on the microcomputer used must be
defined here.
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(1) [Name]

Specify the name of the on-chip memory. The only purpose of this name is for the user to
distinguish on-chip memories in the [CPU] page. The configurator will not check whether this
input is correct.

(2) [Start Address]

Specify the logical address of the on-chip memory as a numeric value. The specified address must
be in the P2 or P4 area. The specified value is rounded down at the 4-kbyte boundary.

Make sure the range from [Start Address] to [Size] does not overlap with other on-chip memory
ranges.

(3) [Size]
Specify the on-chip memory size as a numeric value. The specifiable size is from 4 kbytes to 2
Mbytes and must also be a multiple of 4 kbytes.

(4) [Define] button (only in [Definition of On-chip Memory] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next on-chip memory can be defined without break. This dialog box is not
closed.

(5) [OK] button (only in [Modification of Information for On-chip Memory Definition] dialog
box)
Closes this dialog box after making the settings in this dialog box effective.

(6) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.4 [Time Management Function] Page

In this page, set items related to the time management function.
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Figure 10.6 [Time Management Function] Page
Table 10.6 lists the [Time Management Function] page items.

Table 10.6 [Time Management Function] Page Items

Item CFG Name Linkage Unit
Time Tick Cycle Numerator CFG_TICNUME Kernel side
Time Tick Cycle Denominator CFG_TICDENO Kernel side
Clock Supplied to Timer Module CFG_TMRCLOCK Kernel side
Uses the Optimized Timer Driver CFG_OPTTMR Kernel side
Timer Interrupt Number CFG_TIMINTNO Kernel side
Optimization Rate CFG_LONGTICRATE  Kernel side

(1) [Time Tick]

The time tick cycle is set to CFG_TICNUME/CFG_TICDENO [ms]. An integer between 1 and
65535 can be specified for CFG_TICNUME, and an integer between 1 and 100 can be specified
for CFG_TICDENO. However, either CFG_TICNUME or CFG_TICDENO has to be 1.
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The time tick cycle represents the time precision for task timeout or cyclic handlers. A small time
tick cycle will increase the precision of time management by the kernel. However, timer
interrupts will occur more frequently and the overhead increased.

The following statement is output to kernel_macro.h in response to this setting.

#define TIC NUME 1 /* When 1 is set to CFG_TICNUME */
#define TIC DENO 1 /* When 1 is set to CFG_TICDENO */

(2) [Timer Driver] group
(a) [Clock Supplied to Timer Module [CFG_TMRCLOCK]]

Specify the clock frequency supplied to the timer module used in Hz units. An integer between 1
and 0x40000000 (approximately 1 GHz) can be specified.

Normally, specify the clock frequency supplied to the on-chip TMU.
The following statement is output to kernel_macro.h in response to this setting.
#define VTCFG_TMRCLOCK 10000000 /* When 10000000 (10 MHz) is specified */

When CFG_OPTTMR is not selected, in other words, when the standard timer driver is used, the
timer interrupt cycle should be initialized to match TICNUME/TICDENO [ms] in the
initialization routine of the standard timer driver.

(b) [Uses the Optimized Timer Driver [CFG_OPTTMR]]

Select this check box when using the optimized timer driver provided by the kernel as the timer
driver. Cancel the selection when using the standard timer driver.

(¢) [Timer Interrupt Number of Standard Timer Driver [CFG_TIMINTNO]]
Select the interrupt number (INTEVT code) used in the standard timer driver.

The following statement is output to kernel_macro.h in response to this setting.
#define VTCFG_TIMINTNO 0x400 /* When 0x400 is selected */

In the initialization routine of the standard timer driver, the timer interrupt handler must be defined
for this number using the idef_inh service call.

However, this item cannot be modified and has no meaning when CFG_OPTTMR is selected.

(d) [Optimization Rate [CFG_LONGTICRATE]]

Select the optimization rate of the optimized timer driver from 2 to 255.
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However, this item cannot be modified and has no meaning unless CFG_OPTTMR is selected.

Reference: e Creating standard timer driver — Section 9, Standard Timer Driver
o Optimized timer driver — Section 4.17, Optimized Timer Driver

10.7.5 [Debugging Function] Page

In this page, set items related to the debugging function (Debugging Extension).
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Figure 10.7 [Debugging Function] Page

Table 10.7 lists the [Debugging Function] page items.
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Table 10.7 [Debugging Function] Page Items

ltem CFG Name Linkage Unit

Installs the Object Manipulation Function CFG_ACTION Kernel side

Installs the Service Call Trace Function CFG_TRACE Kernel side

Type of Service Call Trace Function CFG_TRCTYPE Kernel side

Buffer Size CFG_TRCBUFSZ Kernel environment side
Number of Acquirable Objects CFG_TRCOBJCNT Kernel environment side

(1) [Object Manipulation Function] group

When CFG_ACTION is selected, functions using service calls, such as "task start” and "event flag
setting", can be used in the Debugging Extension.

(2) [Service Call Trace Function] group
In this group, settings related to the service call trace function are made. In addition, refer to the
following.

Reference: Section 4.27, Service Call Trace

(a) [Installs the Service Call Trace Function [CFG_TRACE]]

When this check box is selected, the service call trace function is installed and also the vget_trc
service call is installed. Note that the vget_trc service call cannot be selected in the [Service Call
Selection] page.

The trace result can be referenced by the Debugging Extension.
If this check box is not selected, the subsequent items cannot be modified and have no meaning.

(b) [Type of Service Call Trace Function [CFG_TRCTYPE]]

Select either "target trace" or "tool trace" as the type of the service call trace function.
For target trace, a trace buffer to store the trace information must be prepared in the target system.

(c) [Buffer Size [CFG_TRCBUFSZ]]

Specify the buffer size that will be used for target trace. The specified value is rounded up to a
multiple of four. An integer between 512 and 0x20000000 can be specified.

However, this item cannot be modified and has no meaning when "tool trace" is selected in
CFG_TRCTYPE.

(d) [Number of Acquirable Objects [CFG_TRCOBJCNT]]
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The object state at the moment of trace acquisition can be acquired. The kind of object state to be
acquired can be set in the Debugging Extension. Here, select the number (maximum value) of
objects that can be acquired simultaneously as [No Acquisition] or from 1 to 32.

10.7.6  [User Domain] Page

In this page, set the ID names of user domains.
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Figure 10.8 [User Domain] Page

According to the specifications, this kernel always has user domains with domain IDs from 1 to
31

In this page, the ID names for these user domains are set. The ID name of a user domain is always
on the kernel side and output to kernel_id_sys.h.

The following items are in the pop-up menu.
e [Edit]: Opens the [Setting of User Domain ID] dialog box to input an ID name for the

selected domain ID
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e [Delete]: Deletes the ID name of the selected domain ID

10.7.7  [Setting of User Domain ID] Dialog Box

Setting of User Domain ID

1D Mumber 1

ID Namety | ID-DOMI|

0K | Cancel |

Figure 10.9 [Setting of User Domain ID] Dialog Box
Selecting [Edit] from the pop-up menu in the [User Domain] page opens this dialog box.
[ID Number] displays the domain ID number selected in the [User Domain] page.
Input the ID name to be given in [ID Name].

Clicking the [OK] button closes this dialog box after making the settings in this dialog box
effective. Clicking the [Cancel] button closes this dialog box without saving the settings in this
dialog box.

10.7.8 [Performance] Page

In this page, set items related to the performance management function using the program
performance counter (PPC) in the CPU.
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Figure 10.10 [Performance] Page

Knowledge on a program performance counter is required to use the performance management
function. Refer to the SH-4A, SH4AL-DSP Program Performance Counter Application Note.

Reference: Section 4.26, Performance Management
Table 10.8 lists the [Performance] page items.

Table 10.8 [Performance] Page Items

ltem CFG Name Linkage Unit
Installs the Performance Management Function CFG_PERFORM Kernel side
Uses the Counters Connected CFG_CONNECT Kernel side
Item Measured by Counter 0 CFG_PPCOTYPE Kernel side
Item Measured by Counter 1 CFG_PPC1TYPE Kernel side

(1) [Installs the Performance Management Function [CFG_PERFORM]]
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Select this check box when using the performance management function. When selected, the
vchg_ppc and vref_ppc service calls are installed. Note that these service calls cannot be selected
in the [Service Call Selection] page.

If the microcomputer used does not include a program performance counter, be sure to cancel the
selection.

If this check box is not selected, the subsequent items cannot be modified and have no meaning.

(2) [Uses the Counters Connected [CFG_CONNECT]]
Select this check box when the two program performance counters are used connected.

Each program performance counter is 32 bits. For example, in the case of measuring the "passed
cycle count”, a 32-bit counter overflows at approximately 10 s for a CPU with an internal
operating frequency of 400 MHz. Since a correct result cannot be obtained at an overflow, use the
counters connected in such cases.

(3) [Item Measured by Counter 0 [CFG_PPCOTYPE]], [Item Measured by Counter 1
[CFG_PPCITYPE]]

Specify the items to be measured by counters O and 1, respectively. The value to be specified is
the CIT bit value in CCBRO or CCBR1 of the PPC, which is assigned from bit 0.

For example, if O is specified, the passed cycle count (number of CPU cycles) is measured. For
details, refer to the SH-4A, SH4AL-DSP Program Performance Counter Application Note.

10.7.9  [Service Call Selection] Page

In this page, select the service calls that will be installed.
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Figure 10.11 [Service Call Selection] Page

In [List of Service Calls], a check box is assigned to each function group, such as "Task
management functions" and "Synchronization and communication functions (semaphore)".

After selecting a function group, double-clicking it or clicking the [Details] button opens a dialog
box to individually select the service calls belonging to that function group.

Clicking the [All] button selects all service calls.

Some service calls have two types of names; one prefixed with "i" and the other without "i" at the
beginning, though they both have the same function, i.e. set_flg and iset_flg. These service calls
are collectively selected as "set_flg" in this page.

Note that all setting items in this page are on the kernel side.

(1) Service calls that cannot be selected
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The service calls listed in table 10.9 cannot be selected in this page. Though they cannot be
selected, whether they will be installed or not can be confirmed in this page.

Table 10.9 Unselectable Service Calls

Function Group Service Call Condition for Installation
Task management cre_tsk Always installed
ext_tsk Always installed
Fixed-size memory pool icra_mpf When CFG_PROTMEM is selected in the [Kernel]
management page, and at the same time cre_mpf is selected

Variable-size memory pool ivcra_mpl
management

When CFG_PROTMEM is selected in the [Kernel]
page, and at the same time cre_mpl is selected

System state management vsta_knl

Always installed

vsys_dwn Always installed
vget_trc When CFG_TRACE is selected in the [Debugging
Function] page
ivbgn_int, Only the APIs of these service calls are provided for
ivend_int merely the compatibility with the HI7000/4 series, and
their entities do not exist
vchg_cop When CFG_DSP and CFG_DSPSTBY are both
selected in the [CPU] page
Interrupt management def_inh Always installed
System configuration def_exc Always installed

management

Performance management vchg_ppc,

When CFG_PERFORM is selected in the

vref_ppc [Performance] page
Memory object vloc_tlb, When CFG_PROTMEM is selected in the [Kernel]
management vunl_tlb page, and at the same time CFG_MAXLOCPAGE is

set to a value other than 0 in the [Kernel] page

(2) Service calls required for object creation

The objects shown in table 10.10 cannot be used unless its creation or definition service call is
selected. To be specific, creation or definition of the object in each page of the configurator will
be ignored. To use these objects, be sure to select its creation or definition service call.
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Table 10.10 Creation or Definition Service Call Required for Each Object

Creation or Creation or

Definition Definition
Object Service Call Object Service Call
Task exception processing def_tex Variable-size memory pool cre_mpl
routine
Semaphore cre_sem Cyclic handler cre_cyc
Event flag cre_flg Alarm handler cre_alm
Data queue cre_dtq Overrun handler def_ovr
Mailbox cre_mbx Extended service call routine def_svc
Mutex cre_mtx Trap routine vdef_trp
Message buffer cre_mbf Protected memory pool icre_mpp
Fixed-size memory pool cre_mpf Protected mailbox cre_mbp

In addition, if a creation or definition service call shown in table 10.10 is not selected, all service
calls in the same function group cannot be installed regardless of the settings of this page.

When selection of a creation or definition service call shown in table 10.10 is attempted to be
canceled, the warning dialog box shown in figure 10.12 is displayed.

HIOS Gonfigurator

If cre_zem iz not zelected, zetting items in the [Semaphore] page become invalid,
The zemaphore function can alen not be uzed.

Should the selection be cancelad?

Cancel

Figure 10.12 Warning Dialog Box in [Service Call Selection] Page

(3) Service calls related to memory object protection function

If CFG_PROTMEM is not selected in the [Kernel] page, the service calls belonging to the
function groups below cannot be installed regardless of the settings of this page.

e Memory object management functions
e Protected memory pool management functions

e Protected mailbox management functions
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10.7.10 [Interrupt/CPU Exception Handler] Page

In this page, set items related to an interrupt or CPU exception.
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Figure 10.13 [Interrupt/CPU Exception Handler] Page
Table 10.11 lists the [Interrupt/CPU Exception Handler] page items.

Table 10.11 [Interrupt/CPU Exception Handler] Page Items

Item CFG Name Linkage Unit

Max. INTEVT Code CFG_MAXINTNO  Kernel environment side
Interrupt/Exception Hook CFG_INTHOOK Kernel side

Definition of Interrupt/CPU Exception Handler — Kernel side/kernel

environment side

(1) [Interrupt/CPU Exception Information] group
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[Max. INTEVT Code] displays the maximum INTEVT code among the interrupts used in the
target system.

[Interrupt/Exception Hook] displays whether the interrupt/exception hook is used or not.

Clicking the [Modify] button opens the [Modification of Interrupt/CPU Exception Information]
dialog box in which these settings can be changed.

(2) [List of Interrupt/CPU Exception Handlers] group

The status of the definitions of the handlers corresponding to all INTEVT/EXPEVT codes from O
to CFG_MAXINTNO is displayed here. The flag icon indicates that the handler is defined to
belong to the kernel side.

The following items are in the pop-up menu. In kernel lock mode, these pop-up menu items
cannot be selected for the handlers on the kernel side.

e [Define]: Opens the [Definition of Interrupt/CPU Exception Handler] dialog box to
define a handler for the selected INTEVT/EXPEVT code

e [Cancel]: Cancels the handler definition for the selected INTEVT/EXPEVT code

(3) Special INTEVT/EXPEVT
The INTEVT/EXPEVT codes shown in table 10.12 cannot be defined or canceled in some cases.
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Table 10.12 INTEVT/EXPEVT for which [Define] or [Cancel] is Disabled

INTEVT/EXPEVT Condition Disabling [Define] or
Code Source Display in List [Cancel]
0 Power-on reset Power On Reset Always disabled
0x20 Manual reset Manual Reset Always disabled
0x140 TLB multiple hit TLB Multi-Hit Always disabled
0x160 Unconditional trap TRAPA Always disabled
Value selected in — Timer (Standard) When CFG_OPTTMR is not
CFG_TIMINTNO in selected in the [Time
the [Time Management Function] page
Management
Function] page
0x400 TMU channel 0 Timer CHO When CFG_OPTTMR is selected
(Optimized) in the [Time Management
Function] page
0x420 TMU channel 1 Timer CH1 When CFG_OPTTMR is selected
(Optimized) in the [Time Management
Function] page
0x440 TMU channel 2 Timer CH2 When CFG_OPTTMR is selected
(Optimized) in the [Time Management
Function] page, and at the same
time def_ovr is selected in the
[Service Call Selection] page
10.7.11 [Modification of Interrupt/CPU Exception Information] Dialog Box

W& INTEVT Code [CFG_MAKINTMO] )

Modification of Interrupt/CGPU Exception Information

@)X

v Lsesthe InterruptiException Hook [CFG_INTHOOK] (H)

o]

Cancel |

Figure 10.14 [Modification of Interrupt/CPU Exception Information] Dialog Box

Clicking the [Modify] button in the [Interrupt/CPU Exception Handler] page opens this dialog

box.
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(1) [Max. INTEVT Code [CFG_MAXINTNO]]

Select the maximum INTEVT code among the interrupts used in the target system. The selectable
code is a multiple of 0x20, and the minimum value is 0x400 and the maximum value 0x3fe0.
However, a value smaller than the following cannot be selected.

e CFG_TIMINTNO in the [Time Management Function] page (CFG_OPTTMR is not
selected)

o 0x420 (def_ovr is not selected when CFG_OPTTMR is selected)
o 0x440 (def_ovr is selected when CFG_OPTTMR is selected)
e INTEVT code of a handler already defined

(2) [Uses the Interrupt/Exception Hook [CFG_INTHOOK]]
Select this check box when using the interrupt/exception hook function.

Reference: Section 8.5, Interrupt and Exception Hook Routines

(3) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(4) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.12 [Definition of Interrupt/CPU Exception Handler] Dialog Box

Definition of Interrupt/GPU Exception Handler

INTEWTIEXPEVT Code
INTEWTIEXPEWYT Code 00600

Description Language

* High-Level Language(TA_HLNG)(H) ™~ Assembly Language(TA_AShi()
SR Register value Address

Setting value(s) | 0x4000000 Address (&) |

Forthe interrupt handler, specify the
relevant interrupt level in bits 4 to 7

ofthe SR register value, ’—|OK F— |

Figure 10.15 [Definition of Interrupt/CPU Exception Handler] Dialog Box
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Selecting [Define] from the pop-up menu in the [Interrupt/CPU Exception Handler] page opens
this dialog box. These handlers can also be dynamically defined using the def_inh or def_exc
service call.

(1) INTEVT/EXPEVT Code]
Displays the INTEVT or EXPEVT code selected in the [Interrupt/CPU Exception Handler] page.

(2) [Kernel Side]
Select this check box when specifying the handler defined to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(3) [Description Language]
Select [High-Level Language (TA_HLNG)] when the handler is written in a high-level language,
and select [Assembly Language (TA_ASM)] when the handler is written in assembly language.

(4) [SR Register Value]
Enter the SR register value at handler initiation as a numeric value with reference to the following.

Reference: e SR at interrupt handler initiation — Section 8.4.2, Rules on Using Registers
¢ SR at CPU exception handler initiation — Section 8.8.3, Rules on Using Registers

(5) [Address]

Specify the start address of the handler as a C-language symbol or numeric value.

(6) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(7) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.

10.7.13 [Static Memory Object] Page

In this page, register a static memory object.
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Figure 10.16 [Static Memory Object] Page

(1) [List of Static Memory Objects]

The static memory objects already registered are displayed in the list. The flag icon indicates that
the static memory object is registered to belong to the kernel side.

The following items are in the pop-up menu. In kernel lock mode, [Delete] and [Modify] cannot
be selected for the static memory objects on the kernel side.

o [Register]: Opens the [Registration of Static Memory Object] dialog box to register a
static memory object

o [Delete]: Deletes the selected static memory object

e [Modify]: Opens the [Modification of Information for Static Memory Object
Registration] dialog box to modify the setting of the selected static memory object

(2) [Note]
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All setting items in this page become invalid when CFG_PROTMEM is not selected in the
[Kernel] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.13 is displayed in [Note].

Table 10.13 [Note] in [Static Memory Object] Page

Condition Display Message

CFG_PROTMEM is not selected All setting items in this page are invalid because
CFG_PROTMEM is not selected.
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10.7.14 [Registration of Static Memory Object] Dialog Box and [Modification of
Information for Static Memory Object Registration] Dialog Box

Modification of Information for Static Memory Object Reeistration

Memory Ohject Area
v 3

Start Section Name(G) | BUCM_STDLIB

" Specifies the Address(B)

" Specifies the Section Range(E)
End Section Name(L) | RUCM_STDLIB

FPage Size Readhirite
" Read-only(TA_RO)O)

FPage Size( KB -
£ ® + Readablefritable(TA_RWINAN

Cache Setting
@ Cacheable inwrite-back mode(TA_CACHETAWBACK)(C)
" Cacheable inwrite-through mode(TA_CACHE|TA_WTHROUGHT
" Mon-cacheable(TA_UNCACHENMN)

Access Permission Yector

Setting

Access Permission Yectord) |(4) TACT_SRWwW

L Lo

Setting Result

User Domain Possible to Write |P\|l user domain

User Domain Possible to Read |A|| userdomain

QK | Cancel

Figure 10.17 [Registration of Static Memory Object] Dialog Box

Selecting [Register] from the pop-up menu in the [Static Memory Object] page opens the
[Registration of Static Memory Object] dialog box. Selecting [Modify] from the pop-up menu in
the [Static Memory Object] page opens the [Modification of Information for Static Memory
Object Registration] dialog box. These two dialog boxes have the same configuration.
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Static memory objects can be located only in an MMU mapped area, and its start address must be
at the [Page Size] boundary.

Reference: Section 5.3.1 (1), MMU Mapped Area and MMU Non-Mapped Area
All static memory objects are associated with the kernel domain.

(1) [Memory Object Area] group
(a) [Kernel Side]

Select this check box when specifying the static memory object registered to belong to the kernel
side.

In kernel lock mode, this check box cannot be selected at all times.

(b) [Specifies the Address] or [Specifies the Section Range]

Select either of them as the method to specify the address of the static memory object.
When [Specifies the Address] is selected, enter [Address] and [Size].

When [Specifies the Section Range] is selected, enter [Start Section Name] and [End Section
Name].

(c) [Address] and [Size]

In [Address], specify the start address of the static memory object as a numeric value or C-
language symbol. Though the range determined by [Address] and [Size] must be an MMU
mapped area, the configurator does not fully check whether the inputs are correct so the
specifications must be made carefully.

In [Size], specify the size (number of bytes) of the static memory object. An integer between 1
and 0x20000000 can be specified in [Size]. The [Size] value is rounded up to a multiple of [Page
Size].

(d) [Start Section Name] and [End Section Name]

A single memory object is located in the range from [Start Section Name] to [End Section Name].
Taking this in consideration, a specified section must be allocated at the [Page Size] boundary of
an MMU mapped area at linkage.

Example: To specify the three sections of PUCM_DOM1, CUCM_DOM]1, and DUCM_DOM1
as one static memory object:
In this dialog box, specify PUCM_DOM1 in [Start Section Name] and DUCM_DOMI1
in [End Section Name]. At linkage, locate PUCM_DOMI1 at the [Page Size] boundary
address of an MMU mapped area.
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Figure 10.18 [Specifies the Section Range] for Static Memory Object

Reference: Section 11.15, Memory Allocation
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(2) [Page Size] group

Select the page size as 4 kbytes, 8 kbytes, 64 kbytes, 256 kbytes, 1 Mbyte, 4 Mbytes, or 64 Mbytes.
Note, however, that if the SH4AL-DSP or SH-4A without extended functions is used, the actual
page size applied will be as shown in table 10.14.

Table 10.14 Page Size for SH4AL-DSP or SH-4A without Extended Functions

Selected Page Size Actual Page Size Applied
4 kbytes 4 kbytes

8 kbytes

64 kbytes 64 kbytes

256 kbytes

1 Mbyte 1 Mbyte

4 Mbytes

64 Mbytes

Reference: Section 4.21.5, Page Size

(3) [Read/Write] group
Select read-only (TA_RO) or readable/writable (TA_RW) for the static memory object.

(4) [Cache Setting] group

Select how to handle the static memory object when cache is enabled from the following:

e Cacheable in write-back mode (TA_CACHE|TA_WBACK)
e Cacheable in write-through mode (TA_CACHE|TA_WTHROUGH)
e Non-cacheable (TA_UNCACHE)

(5) [Access Permission Vector] group

In [Access Permission Vector], select one from the following:

(1) TACT_KERNEL

(2) TACT_PRW (domid)
(3) TACT_PRO (domid)
(4) TACT_SRW

(5) TACT_SRO

(6) TACT_SRPW (domid)
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Only when (2), (3), or (6) is selected, [Specified User Domain ID] becomes valid. In this case,
select the user domain IDs to be permitted in [Specified User Domain ID].

[Setting Result] shows from which user domains write or read is possible, according to the settings

of [Read/Write], [Access Permission Vector], and [Specified User Domain ID].

Table 10.15 shows the displayed contents of [Setting Result].

Table 10.15 Displayed Contents of [Setting Result]

Settings [Setting Result] Display
Specified
Read/ Access Permission User User Domain Possible User Domain Possible
Write Vector Domain to Write to Read
TA_RO TACT_KERNEL Invalid No user domain (even not No user domain
TACT_PRW (domid)  Valid the kernel domain) Specified user domain
only
TACT_PRO (domid) Valid Specified user domain
only
TACT_SRW Invalid All user domains
TACT_SRO Invalid All user domains
TACT_SRPW (domid) Valid All user domains
TA_RW TACT_KERNEL Invalid No user domain No user domain
TACT_PRW (domid)  Valid Specified user domain Specified user domain
only only
TACT_PRO (domid) Valid No user domain Specified user domain
only
TACT_SRW Invalid All user domains All user domains
TACT_SRO Invalid No user domain All user domains
TACT_SRPW (domid) Valid Specified user domain All user domains

only

(6) [Register] button (only in [Registration of Static Memory Object] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next static memory object can be registered without break. This dialog box
is not closed.

(7) [OK] button (only in [Modification of Information for Static Memory Object Registration]
dialog box)
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Closes this dialog box after making the settings in this dialog box effective.

(8) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

(9) [Notes]

— A static memory object can be located only in an MMU mapped area. However, the
configurator and kernel do not fully check this. If located in an MMU non-mapped area,
when that memory object is accessed, the memory attribute and access permission vector
are ignored and it has no meaning as a memory object.

— The start address of a static memory object must be located at the specified [Page Size]
boundary. However, except for when a value is specified in [Address], the configurator
does not check this. If the start address is not at the [Page Size] boundary, the system goes
down at kernel initiation.

— The range of the specified static memory object must not overlap with another static
memory object or the system pool. Overlap refers to not only overlap in the logical address
space but overlap in the physical address space. However, the configurator and kernel do
not detect such kind of error. In this case, normal system operation cannot be guaranteed.

10.7.15 [Initialization Routine] Page

In this page, register an initialization routine.
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Figure 10.19 [Initialization Routine] Page

The initialization routines already registered are displayed in the list. The flag icon indicates that
the initialization routine is registered to belong to the kernel side.

When the kernel is initiated, initialization routines on the kernel side (with the flag icon) are
executed in sequence from the top of this list, and then initialization routines on the kernel
environment side (without the flag icon) are executed in sequence from the top of this list.

The following items are in the pop-up menu.

e [Register]: Opens the [Registration of Initialization Routine] dialog box to register an
initialization routine

e [Delete]: Deletes the selected initialization routine

e [Modify]: Opens the [Modification of Information for Initialization Routine
Registration] dialog box to modify the selected initialization routine setting

e [Up]: Switches the selected initialization routine with the initialization routine
immediately above

e [Down]: Switches the selected initialization routine with the initialization routine
immediately below
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10.7.16 [Registration of Initialization Routine] Dialog Box and [Modification of
Information for Initialization Routine Registration] Dialog Box

Modification of Information for Initialization Routine Registration ﬁ|ﬁ|

Address

Addressis _IMNITLIB ¥ Kernel Side (k)

Description Language

* High-Level Language(TA_HLNG)(H) " Assembly Language(TA_ASK) (M)

Extended Information

InformationiF)
| Ok | Cancel

Figure 10.20 [Registration of Initialization Routine] Dialog Box

Selecting [Register] from the pop-up menu in the [Initialization Routine] page opens the
[Registration of Initialization Routine] dialog box. Selecting [Modify] from the pop-up menu in
the [Initialization Routine] page opens the [Modification of Information for Initialization Routine
Registration] dialog box. These two dialog boxes have the same configuration.

(1) [Address]

Specify the address of the initialization routine as a C-language symbol or numeric value.

(2) [Kernel Side]
Select this check box when specifying the initialization routine registered to belong to the kernel
side.

In kernel lock mode, this check box cannot be selected at all times.

(3) [Description Language]

Select [High-Level Language (TA_HLNG)] when the initialization routine is written in a high-
level language, and select [Assembly Language (TA_ASM)] when the initialization routine is
written in assembly language.

(4) [Extended Information]
The extended information is passed to the initialization routine as a parameter. Specify it as a C-
language symbol or numeric value.

(5) [Register] button (only in [Registration of Initialization Routine] dialog box)
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Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next initialization routine can be registered without break. This dialog box
is not closed.

(6) [OK] button (only in [Modification of Information for Initialization Routine Registration]
dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(7) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.17 [Task] Page

In this page, set items related to a task.
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Figure 10.21 [Task] Page

Table 10.16 lists the [Task] page items.

Table 10.16 [Task] Page Items

Item CFG Name Linkage Unit

Max. Task ID CFG_MAXTSKID Kernel environment side
Max. Task Priority CFG_MAXTSKPRI Kernel side

Max. Count of Queued Initiation Requests CFG_MAXACTCNT Kernel side

Max. Count of Queued Wakeup Requests CFG_MAXWUPCNT Kernel side

Max. Count of Nested Suspend Requests CFG_MAXSUSCNT Kernel side

Creation of Task, Definition of Task
Exception Processing Routine

Kernel side/kernel
environment side

RENESAS
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(1) [Task Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Task Information] dialog box in which the information can be changed.

(a) [Max. Task ID [CFG_MAXTSKID]]
The range of usable task IDs is between 1 and CFG_MAXTSKID.

(b) [Max. Task Priority [CFG_MAXTSKPRI]]
The priority range of usable tasks is between 1 and CFG_MAXTSKPRI.

(c) [Max. Count of Queued Initiation Requests [CFG_MAXACTCNT]]
The maximum number of queued initiation requests (act_tsk) for a task.

(d) [Max. Count of Queued Wakeup Requests [CFG_MAXWUPCNT]]

The maximum number of queued wakeup requests (wup_tsk) for a task.

(e) [Max. Count of Nested Suspend Requests [CFG_MAXSUSCNT]]

The maximum number of nested suspend requests (sus_tsk) for a task.

(2) [List of Tasks] group

In this group, the tasks already created are displayed. The flag icon indicates that the task is
created to belong to the kernel side.

When the kernel is initiated, tasks on the kernel side (with the flag icon) are created in sequence
from the top of this list, and then tasks on the kernel environment side (without the flag icon) are
created in sequence from the top of this list. Note that if [Start Task after Creation (TA_ACT)]
has been specified at task creation, the tasks enter the READY state in this sequence.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Task] dialog box to create a task
e [Delete]: Deletes the selected task

e [Modify]: Opens the [Modification of Information for Task Creation] dialog box to
modify the selected task setting

e [Up]: Switches the selected task with the task immediately above

e [Down]: Switches the selected task with the task immediately below

(3) [Note]
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All definitions for the task exception processing routine of this page become invalid when def_tex
is not selected in the [Service Call Selection] page. In addition, the task exception processing
routine cannot be defined.

In this case, the message shown in table 10.17 is displayed in [Note].

Table 10.17 [Note] in [Task] Page

Condition Display Message

def_tex is not selected All definitions for the task exception processing routine of this
page are invalid because the setting to install def_tex is not
made.

10.7.18 [Modification of Task Information] Dialog Box

Modification of Task Information

Max. Task ID [CFG_MAXTSKID]

; . Ok
[ iAutomatically Sets the Max, 1D of Tasks(M) _
Setting Value() 50 Cancel

Max. Task Priotity [CF G_MAXTSKPRI]

Setting Value(P) a0 -

Mazx. Count of Gueved Initiation Requests [CFG_MARACTCRT)]

Setting Valueid) 32TET

Max. Count of Queued Wakeup Requests [CFG_MAKAWURCNT]
Setting Value(wy | 32767

fax. Count of Nested Suspend Requests [CFG_MAXSIUSCMNT]

Setting Valua(S) | 32767

Figure 10.22 [Modification of Task Information] Dialog Box
Clicking the [Modify] button in the [Task] page opens this dialog box.

(1) [Max. Task ID [CFG_MAXTSKID]]

A task ID between 1 and CFG_MAXTSKID can be used. An integer between 1 and 32767 can be
specified.
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If [Automatically Sets the Max. ID of Tasks] is selected, the configurator automatically calculates
the maximum ID based on the tasks created in the [Task] page.

(2) [Max. Task Priority [CFG_MAXTSKPRI]]

A task priority between 1 and CFG_MAXTSKPRI can be used. An integer between 1 and 255
can be selected.

The following statement is output to kernel_macro.h in response to this setting.
#define TMAX TPRI 255 /* When 255 is specified */

(3) [Max. Count of Queued Initiation Requests [CFG_MAXACTCNT]]

Specify the maximum number of queued initiation requests by the act_tsk and iact_tsk service
calls. An integer between 1 and 32767 can be specified. If the same number of initiation requests
are already queued for the specified task using the act_tsk or iact_tsk service call, the act_tsk or
iact_tsk service call results in the E_QOVR error.

The following statement is output to kernel_macro.h in response to this setting.
#define TMAX ACTCNT 32767 /* When 32767 is specified */

(4) [Max. Count of Queued Wakeup Requests [CFG_MAXWUPCNT]]

Specify the maximum number of queued wakeup requests by the wup_tsk and iwup_tsk service
calls. An integer between 1 and 32767 can be specified. If the same number of wakeup requests
are already queued for the specified task using the wup_tsk or iwup_tsk service call, the wup_tsk
or iwup_tsk service call results in the E_QOVR error.

The following statement is output to kernel_macro.h in response to this setting.
#define TMAX WUPCNT 32767 /* When 32767 is specified */

(5) [Max. Count of Nested Suspend Requests [CFG_MAXSUSCNT]]

Specify the maximum number of nested suspend requests by the sus_tsk and isus_tsk service calls.
An integer between 1 and 32767 can be specified. If the same number of suspend requests are
already nested for the specified task using the sus_tsk or isus_tsk service call, the sus_tsk or
isus_tsk service call results in the E_QOVR error.

The following statement is output to kernel_macro.h in response to this setting.
#define TMAX SUSCNT 32767 /* When 32767 is specified */
(6) [OK] button
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Closes this dialog box after making the settings in this dialog box effective.

(7) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.19 [Creation of Task] Dialog Box and [Modification of Information for Task Creation]
Dialog Box

Modification of Information for Task Greation

TaskID
v Automatic Assignment of ID Number(d

Corresponding Domain ID(EY  |[11D_DOM1 -

ID Mame () | ID_DOM1_MAIN] -

Task Address Task Initiation Priority

Addrassia) | DOM1_Main Priority(F) 5 -
Coprocessor

I Uses DSP(TA_COPOND) [ Uses FPU (hank O0TA_COP1(1

[ Uses FPU (hank 1){TA_COP2) (2

e

Stack Status after Creation
Application Stack Sizec | 0x00000400 I~ Status after Creation(TA_ACTHD)
Systern Stack Size(S) 000000400 Description Language

+ High-Level Language(TA_HLNGIH)
The stack address cannotbe

specified. To specify the stack address, £ Assembly Language(TA_ASM))
create a task using the sewvice call.
Extended Infarmation

Infarmation(E) |

Diefine Task Exception Processing Routine (D). . | ]34 | Cancel

Figure 10.23 [Creation of Task] Dialog Box

Selecting [Create] from the pop-up menu in the [Task] page opens the [Creation of Task] dialog
box. Selecting [Modify] from the pop-up menu in the [Task] page opens the [Modification of
Information for Task Creation] dialog box. These two dialog boxes have the same configuration.
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A task can also be dynamically created using the cre_tsk or acre_tsk service call.

(1) [Task ID and Corresponding Domain] group
(a) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(b) [ID Number]

Enter the task ID as a numeric value. A value between 1 and CFG_MAXTSKID can be specified.
However, if [Automatic Assignment of ID Number] is selected, the ID number cannot be
specified.

(c) [ID Name]
Specify the ID name.

If [Automatic Assignment of ID Number] is selected, the name must be specified. In other cases,
this edit box can be left blank.

(d) [Corresponding Domain ID]

Select the domain to be associated. TDOM_KERNEL (kernel domain) or user domains with
domain IDs from 1 to 31 can be selected.

(e) [Kernel Side]
Select this check box when specifying the task created to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(2) [Task Address] group

Specify the start address of the task as a numeric value or C-language symbol.

(3) [Task Initiation Priority] group

Select the priority at task initiation.

(4) [Coprocessor] group

(a) [Uses DSP (TA_COPO0)], [Uses FPU (bank 0) (TA_COP1)], or [Uses FPU (bank 1)
(TA_COP2)]

TA_COPO is valid only when CFG_DSP is selected in the [CPU] page. Select this check box
when performing DSP calculation.

TA_COP1 or TA_COP2 is valid only when CFG_FPU is selected in the [CPU] page. For normal
FPU calculation, select only TA_COP1. For cases using both FPU banks, i.e. matrix calculation,
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select both TA_COP1 and TA_COP2. Selecting only TA_COP2 and not TA_COPI is not
possible.

TA_COPO cannot be selected together with TA_COP1 or TA_COP2.

(b) [Initial FPSCR Value]

The initial FPSCR value has a meaning only when either TA_COP1 or TA_COP?2 is selected. An
integer between 0 and Oxffffffff can be specified. Specify this value with reference to the
following.

Reference: Section 15, Notes on FPU

(5) [Stack] group

Specify the stack size and system stack size (bytes) as numeric values. A positive integer equal to
or lower than 0x20000000 can be specified for each size.

The stack is allocated to the system pool or resource pool. If the system pool or resource pool
does not have enough area for the specified size, an error message is displayed to inform it.

When creating a task using a service call, a specification to use the allocated area as the stack can
be made by the application but not in the configurator.

The size specified here corresponds to stksz and sstksz specified in the cre_tsk service call. For
details, refer to the following.

Reference: Section 6.7.1, Create Task (cre_tsk, icre_tsk, acre_tsk, iacre_tsk)

(6) [Status after Creation] group
To start the task after creation, select TA_ACT.

(7) [Description Language] group
Select [High-Level Language (TA_HLNG)] when the task is written in a high-level language, and
select [Assembly Language (TA_ASM)] when the task is written in assembly language.

(8) [Extended Information] group

Specify it as a C-language symbol or numeric value.

(9) [Define Task Exception Processing Routine] button

Opens the [Definition of Task Exception Processing Routine] dialog box to define the task
exception processing routine for the task to be created in this dialog box. Also, click this button to
cancel definition of the task exception processing routine.
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(10) [Create] button (only in [Creation of Task] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next task can be created without break. This dialog box is not closed.

(11) [OK] button (only in [Modification of Information for Task Creation] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(12) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.20 [Definition of Task Exception Processing Routine] Dialog Box

Definition of Task Exception Processing Routine

Task Exception Processing Routine Address

Addressi

Coprocessar Description Language
™ Uses DER({TA_COPOND) " High-Level Language(TA_HLNG)(H)
[ Uses FPU (hank 0)(TA_COP1I(1) " Assembly Language(TA_ASH) (M

I Uses FPU thank 1)(TA_COPZ)(Z)

QK | Cancel |

Figure 10.24 [Definition of Task Exception Processing Routine] Dialog Box

Clicking the [Define Task Exception Processing Routine] button in the [Creation of Task] dialog
box or [Modification of Information for Task Creation] dialog box opens the [Definition of Task
Exception Processing Routine] dialog box.

The distinction between the kernel side and kernel environment side in this dialog box is in
accordance with the state of the [Kernel Side] check box in the [Creation of Task] dialog box or
[Modification of Information for Task Creation] dialog box.

A task exception processing routine can also be dynamically defined using the def_tex service
call.

(1) [Address]

Specify the start address of the task exception processing routine as a numeric value or C-language
symbol.
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If this edit box is left blank, definition of the task exception processing routine is canceled.

(2) [Uses DSP (TA_COPO0)], [Uses FPU (bank 0) (TA_COP1)], or [Uses FPU (bank 1)
(TA_COP2)]

TA_COPO is valid only when CFG_DSP is selected in the [CPU] page. Select this check box
when performing DSP calculation.

TA_COP1 or TA_COP2 is valid only when CFG_FPU is selected in the [CPU] page. For normal
FPU calculation, select only TA_COP1. For cases using both FPU banks, i.e. matrix calculation,
select both TA_COP1 and TA_COP2. Selecting only TA_COP2 and not TA_COP1 is not
possible.

TA_COPO cannot be selected together with TA_COP1 or TA_COP2.

(3) [Initial FPSCR Value]

The initial FPSCR value has a meaning only when either TA_COP1 or TA_COP?2 is selected. An
integer between 0 and Oxffffffff can be specified. Specify this value with reference to the
following.

Reference: Section 15, Notes on FPU

(4) [Description Language]

Select [High-Level Language (TA_HLNG)] when the task exception processing routine is written
in a high-level language, and select [Assembly Language (TA_ASM)] when the task exception
processing routine is written in assembly language.

(5) [OK] button

Closes this dialog box after making the settings in this dialog box effective, and then returns to the
former [Creation of Task] dialog box or [Modification of Information for Task Creation] dialog
box.

(6) [Cancel] button

Closes this dialog box without saving the settings in this dialog box, and then returns to the former
[Creation of Task] dialog box or [Modification of Information for Task Creation] dialog box.

10.7.21 [Semaphore] Page

In this page, set items related to a semaphore.
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Figure 10.25 [Semaphore] Page
Table 10.18 lists the [Semaphore] page items.

Table 10.18 [Semaphore] Page Items

Item CFG Name Linkage Unit
Max. Semaphore ID CFG_MAXSEMID Kernel environment side
Creation of Semaphore — Kernel side/kernel

environment side

(1) [Semaphore Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Semaphore Information] dialog box in which the information can be changed.
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(a) [Max. Semaphore ID [CFG_MAXSEMID]]
The range of usable semaphore IDs is between 1 and CFG_MAXSEMID.

(2) [List of Semaphores] group

In this group, the semaphores already created are displayed. The flag icon indicates that the
semaphore is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Semaphore] dialog box to create a semaphore
o [Delete]: Deletes the selected semaphore

e [Modify]: Opens the [Modification of Information for Semaphore Creation] dialog box
to modify the selected semaphore setting

(3) [Note]

All setting items in this page become invalid when cre_sem is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.19 is displayed in [Note].

Table 10.19 [Note] in [Semaphore] Page

Condition Display Message

cre_sem is not selected All setting items in this page are invalid because the setting to
install cre_sem is not made.

10.7.22 [Modification of Semaphore Information] Dialog Box

Modification of Semaphore Information

Max. Semaphore D [CFG_MAXSEMID]

I idutomatically Sets the Max. 1D of Semaphoresid)

Setting Value() 10 Cancel

Figure 10.26 [Modification of Semaphore Information] Dialog Box
Clicking the [Modify] button in the [Semaphore] page opens this dialog box.

(1) [Max. Semaphore ID [CFG_MAXSEMID]]
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A semaphore ID between 1 and CFG_MAXSEMID can be used. An integer between 0 and 32767
can be specified. If 0 is specified, semaphores cannot be used. However, since a variable area for
managing the semaphores does not need to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Semaphores] is selected, the configurator automatically
calculates the maximum ID based on the semaphores created in the [Semaphore] page.

(2) [OK] button

Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.23 [Creation of Semaphore] Dialog Box and [Modification of Information for
Semaphore Creation] Dialog Box

Creation of Semaphore

Semaphore D

v Automatic Assignment of ID Mumber(

e

D Name(p | ID_SEMI] r

Semaphore Resource Count
Max Countihdy |1 Initial CountT 1

Waiting Queus

@+ FIFO Order{TA_TFIFONE)

" Priority Order(TA_TPRIE) Create() Cancel
ance

Figure 10.27 [Creation of Semaphore] Dialog Box

Selecting [Create] from the pop-up menu in the [Semaphore] page opens the [Creation of
Semaphore] dialog box. Selecting [Modify] from the pop-up menu in the [Semaphore] page opens
the [Modification of Information for Semaphore Creation] dialog box. These two dialog boxes
have the same configuration.

A semaphore can also be dynamically created using the cre_sem or acre_sem service call.
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(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the semaphore ID as a numeric value. A value between 1 and CFG_MAXSEMID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the semaphore created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Max. Count] of [Semaphore Resource Count]

Specify the maximum value of the semaphore resources. An integer between 1 and 65535 can be
specified.

(6) [Initial Count] of [Semaphore Resource Count]

Specify the initial value of the semaphore resources. An integer between 0 and [Max. Count] of
[Semaphore Resource Count] can be specified.

(7) [Waiting Queue]

Select the FIFO order or priority order as the method to queue the waiting tasks.

(8) [Create] button (only in [Creation of Semaphore] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next semaphore can be created without break. This dialog box is not
closed.

(9) [OK] button (only in [Modification of Information for Semaphore Creation] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(10) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.
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10.7.24 [Event Flag] Page

In this page, set items related to an event flag.
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Figure 10.28 [Event Flag] Page

Table 10.20 lists the [Event Flag] page items.

Table 10.20 [

Item

Event Flag] Page Items

CFG Name

Linkage Unit

Max. Event FI

ag ID

CFG_MAXFLGID

Kernel side

Creation of Event Flag

Kernel side/kernel
environment side
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(1) [Event Flag Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Event Flag Information] dialog box in which the information can be changed.

(a) [Max. Event Flag ID [CFG_MAXFLGID]]
The range of usable event flag IDs is between 1 and CFG_MAXFLGID.

(2) [List of Event Flags] group

In this group, the event flags already created are displayed. The flag icon indicates that the event
flag is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Event Flag] dialog box to create an event flag
e [Delete]: Deletes the selected event flag

e [Modify]: Opens the [Modification of Information for Event Flag Creation] dialog box
to modify the selected event flag setting

(3) [Note]

All setting items in this page become invalid when cre_flg is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.21 is displayed in [Note].

Table 10.21 [Note] in [Event Flag] Page

Condition Display Message

cre_flg is not selected All setting items in this page are invalid because the setting to
install cre_flg is not made.

10.7.25 [Modification of Event Flag Information] Dialog Box

Modification of Event Flag Information

Max. Event Flag 1D [CF G_MAXFLGID]

[ #utomatically Sets the Max |D of Event Flags

Setting Valued 10 Cancel

Figure 10.29 [Modification of Event Flag Information] Dialog Box
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Clicking the [Modify] button in the [Event Flag] page opens this dialog box.

(1) [Max. Event Flag ID [CFG_MAXFLGID]]

An event flag ID between 1 and CFG_MAXFLGID can be used. An integer between 0 and 32767
can be specified. If 0 is specified, event flags cannot be used. However, since a variable area for
managing the event flags does not need to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Event Flags] is selected, the configurator automatically
calculates the maximum ID based on the event flags created in the [Event Flag] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.26 [Creation of Event Flag] Dialog Box and [Modification of Information for Event
Flag Creation] Dialog Box

Creation of Event Flae

Event Flag ID
[ Automatic Assignment of ID Mumbenid

e

D Marme (b | ID_FLG1 -

Aftribte Waiting Queue
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[ Clears Bits when Released fram wWait State (TA_CLRNRE) " Prigrity CrderTA_TPRIE
Initial Bit Pattern

Bit Pattern{g) Ox00oo0oooo
Create(C) |

Cancel

Figure 10.30 [Creation of Event Flag] Dialog Box

Selecting [Create] from the pop-up menu in the [Event Flag] page opens the [Creation of Event
Flag] dialog box. Selecting [Modify] from the pop-up menu in the [Event Flag] page opens the
[Modification of Information for Event Flag Creation] dialog box. These two dialog boxes have
the same configuration.
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An event flag can also be dynamically created using the cre_flg or acre_flg service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the event flag ID as a numeric value. A value between 1 and CFG_MAXFLGID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the event flag created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Enables Multiple Tasks to Wait (TA_WMUL)]

Select this check box when making more than one task to wait for the event flag.

(6) [Clears Bits when Released from Wait State (TA_CLR)]

If this check box is selected, the event flag is cleared to O when E_OK is returned in the wai_flg,
twai_flg, or pol_flg service call.

(7) [Waiting Queue]

Select the FIFO order or priority order as the method to queue the waiting tasks.

(8) [Initial Bit Pattern]
Specify the initial value of the event flag as an integer between 0 and Oxffffffff.

(9) [Create] button (only in [Creation of Event Flag] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next event flag can be created without break. This dialog box is not closed.

(10) [OK] button (only in [Modification of Information for Event Flag Creation] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(11) [Cancel] button
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Closes this dialog box without saving the settings in this dialog box.

10.7.27 [Data Queue] Page

In this page, set items related to a data queue.
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Figure 10.31 [Data Queue] Page

Table 10.22 lists the [Data Queue] page items.

526
RENESAS




Table 10.22 [Data Queue] Page Items

ltem CFG Name Linkage Unit
Max. Data Queue ID CFG_MAXDTQID Kernel environment side
Creation of Data Queue — Kernel side/kernel

environment side

(1) [Data Queue Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Data Queue Information] dialog box in which the information can be changed.

(a) [Max. Data Queue ID [CFG_MAXDTQID]]
The range of usable data queue IDs is between 1 and CFG_MAXDTQID.

(2) [List of Data Queues] group
In this group, the data queues already created are displayed. The flag icon indicates that the data
queue is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Data Queue] dialog box to create a data queue
o [Delete]: Deletes the selected data queue

e [Modify]: Opens the [Modification of Information for Data Queue Creation] dialog box
to modify the selected data queue setting

(3) [Note]
All setting items in this page become invalid when cre_dtq is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.23 is displayed in [Note].

Table 10.23 [Note] in [Data Queue] Page

Condition Display Message

cre_dtq is not selected All setting items in this page are invalid because the setting to
install cre_dtq is not made.
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10.7.28 [Modification of Data Queue Information] Dialog Box

Modification of Data Queue Information

Max. Data Queue ID [CFG_MAXDTQID]
[ wwutomatically Sets the Wa 1D of Data Queuesihly

Setting Value() 10 Cancel

Figure 10.32 [Modification of Data Queue Information] Dialog Box
Clicking the [Modify] button in the [Data Queue] page opens this dialog box.

(1) [Max. Data Queue ID [CFG_MAXDTQID]]

A data queue ID between 1 and CFG_MAXDTQID can be used. An integer between 0 and 32767
can be specified. If 0 is specified, data queues cannot be used. However, since a variable area for
managing the data queues does not need to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Data Queues] is selected, the configurator automatically
calculates the maximum ID based on the data queues created in the [Data Queue] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.29 [Creation of Data Queue] Dialog Box and [Modification of Information for Data

Queue Creation] Dialog Box

Creation of Data Queue

Data Queue ID
v Automatic Assignment of ID Mumber(d

—

D Namegy | 1D_DTQY| »

Data Queue Waiting Queus

@ FIFO Order(T4_TFIFONE
Data Count(Q)

™ Priority OrdenTA_TPR(E

CreatedC) | Cancel

Figure 10.33 [Creation of Data Queue] Dialog Box

Selecting [Create] from the pop-up menu in the [Data Queue] page opens the [Creation of Data
Queue] dialog box. Selecting [Modify] from the pop-up menu in the [Data Queue] page opens the
[Modification of Information for Data Queue Creation] dialog box. These two dialog boxes have
the same configuration.

A data queue can also be dynamically created using the cre_dtq or acre_dtq service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the data queue ID as a numeric value. A value between 1 and CFG_MAXDTQID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]
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Select this check box when specifying the data queue created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Data Count]

Specify the number of data that can be stored in the data queue. O can be specified.

(6) [Waiting Queue]
Select the FIFO order or priority order as the method to queue the waiting tasks.

(7) [Create] button (only in [Creation of Data Queue] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next data queue can be created without break. This dialog box is not closed.

(8) [OK] button (only in [Modification of Information for Data Queue Creation] dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(9) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.

10.7.30 [Mailbox] Page

In this page, set items related to a mailbox.
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Figure 10.34 [Mailbox] Page
Table 10.24 lists the [Mailbox] page items.

Table 10.24 [Mailbox] Page Items

Item CFG Name Linkage Unit
Max. Mailbox ID CFG_MAXMBXID Kernel environment side
Creation of Mailbox — Kernel side/kernel

environment side

(1) [Mailbox Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Mailbox Information] dialog box in which the information can be changed.
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(a) [Max. Mailbox ID [CFG_MAXMBXID]]
The range of usable mailbox IDs is between 1 and CFG_MAXMBXID.

(2) [List of Mailboxes] group

In this group, the mailboxes already created are displayed. The flag icon indicates that the
mailbox is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Mailbox] dialog box to create a mailbox
e [Delete]: Deletes the selected mailbox

e [Modify]: Opens the [Modification of Information for Mailbox Creation] dialog box to
modify the selected mailbox setting

(3) [Note]
All setting items in this page become invalid when cre_mbx is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.25 is displayed in [Note].

Table 10.25 [Note] in [Mailbox] Page

Condition Display Message

cre_mbx is not selected All setting items in this page are invalid because the setting to
install cre_mbx is not made.

10.7.31 [Modification of Mailbox Information] Dialog Box

Modification of Mailbox Information

Max. Mailbox 1D [CFG_MARXMBXID]

[ #wtomatically Sets the Waw 1D of Mailhoxesihly:

Setting Value() 10 Cancel

Figure 10.35 [Modification of Mailbox Information] Dialog Box
Clicking the [Modify] button in the [Mailbox] page opens this dialog box.

(1) [Max. Mailbox ID [CFG_MAXMBXID]]
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A mailbox ID between 1 and CFG_MAXMBXID can be used. An integer between 0 and 32767
can be specified. If 0 is specified, mailboxes cannot be used. However, since a variable area for
managing the mailboxes does not need to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Mailboxes] is selected, the configurator automatically
calculates the maximum ID based on the mailboxes created in the [Mailbox] page.

(2) [OK] button

Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.32 [Creation of Mailbox] Dialog Box and [Modification of Information for Mailbox
Creation] Dialog Box

CGreation of Mailbox

Mailbox 1D
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Figure 10.36 [Creation of Mailbox] Dialog Box

Selecting [Create] from the pop-up menu in the [Mailbox] page opens the [Creation of Mailbox]
dialog box. Selecting [Modify] from the pop-up menu in the [Mailbox] page opens the
[Modification of Information for Mailbox Creation] dialog box. These two dialog boxes have the
same configuration.

A mailbox can also be dynamically created using the cre_mbx or acre_mbx service call.
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(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the mailbox ID as a numeric value. A value between 1 and CFG_MAXMBXID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the mailbox created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Waiting Queue]
Select the FIFO order or priority order as the method to queue the waiting tasks.

(6) [Message Queue]
Select the FIFO order or priority order as the method to queue the messages.

(7) [Max. Priority]

When the priority order is selected in [Message Queue], select the maximum priority of the
message. It can be selected between 1 and CFG_MAXMSGPRI.

When the FIFO order is selected in [Message Queue], this item has no meaning.

(8) [Create] button (only in [Creation of Mailbox] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next mailbox can be created without break. This dialog box is not closed.

(9) [OK] button (only in [Modification of Information for Mailbox Creation] dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(10) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.33 [Mutex] Page

In this page, set items related to a mutex.
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Figure 10.37 [Mutex] Page
Table 10.26 lists the [Mutex] page items.

Table 10.26 [Mutex] Page Items

Item CFG Name Linkage Unit
Max. Mutex ID CFG_MAXMTXID Kernel environment side
Creation of Mutex — Kernel side/kernel

environment side
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(1) [Mutex Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Mutex Information] dialog box in which the information can be changed.

(a) [Max. Mutex ID [CFG_MAXMTXID]]
The range of usable mutex IDs is between 1 and CFG_MAXMTXID.

(2) [List of Mutexes] group

In this group, the mutexes already created are displayed. The flag icon indicates that the mutex is
created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Mutex] dialog box to create a mutex
e [Delete]: Deletes the selected mutex

e [Modify]: Opens the [Modification of Information for Mutex Creation] dialog box to
modify the selected mutex setting

(3) [Note]
All setting items in this page become invalid when cre_mtx is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.27 is displayed in [Note].

Table 10.27 [Note] in [Mutex] Page

Condition Display Message

cre_mtx is not selected All setting items in this page are invalid because the setting to
install cre_mtx is not made.

10.7.34 [Modification of Mutex Information] Dialog Box

Modification of Mutex Information

Maz. Mutex 1D [CF G_MAKMTHID)]
[ #utomatically Sets the Wa 1D of Mutexe sy

Setting Valued 10 Cancel

Figure 10.38 [Modification of Mutex Information] Dialog Box
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Clicking the [Modify] button in the [Mutex] page opens this dialog box.

(1) [Max. Mutex ID [CFG_MAXMTXID]]

A mutex ID between 1 and CFG_MAXMTXID can be used. An integer between 0 and 32767 can
be specified. If 0 is specified, mutexes cannot be used. However, since a variable area for
managing the mutexes does not need to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Mutexes] is selected, the configurator automatically
calculates the maximum ID based on the mutexes created in the [Mutex] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.35 [Creation of Mutex] Dialog Box and [Modification of Information for Mutex
Creation] Dialog Box

Modification of Information for Mutex Creation
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Figure 10.39 [Creation of Mutex] Dialog Box

Selecting [Create] from the pop-up menu in the [Mutex] page opens the [Creation of Mutex]
dialog box. Selecting [Modify] from the pop-up menu in the [Mutex] page opens the
[Modification of Information for Mutex Creation] dialog box. These two dialog boxes have the
same configuration.
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A mutex can also be dynamically created using the cre_mtx or acre_mtx service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the mutex ID as a numeric value. A value between 1 and CFG_MAXMTXID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the mutex created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Priority Ceiling Protocol]

Only the priority ceiling protocol can be selected as an attribute.

(6) [Ceiling Priority]
Select the ceiling priority. It can be selected between 1 and CFG_MAXTSKPRI.

(7) [Create] button (only in [Creation of Mutex] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next mutex can be created without break. This dialog box is not closed.

(8) [OK] button (only in [Modification of Information for Mutex Creation] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(9) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.

10.7.36 [Message Buffer] Page

In this page, set items related to a message buffer.
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Figure 10.40 [Message Buffer] Page
Table 10.28 lists the [Message Buffer] page items.

Table 10.28 [Message Buffer] Page Items

Item CFG Name Linkage Unit
Max. Message Buffer ID CFG_MAXMBFID Kernel environment side
Creation of Message Buffer — Kernel side/kernel

environment side

(1) [Message Buffer Information] group
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In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Message Buffer Information] dialog box in which the information can be
changed.

(a) [Max. Message Buffer ID [CFG_MAXMBFID]]
The range of usable message buffer IDs is between 1 and CFG_MAXMBFID.

(2) [List of Message Buffers] group

In this group, the message buffers already created are displayed. The flag icon indicates that the
message buffer is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Message Buffer] dialog box to create a message buffer
o [Delete]: Deletes the selected message buffer

e [Modify]: Opens the [Modification of Information for Message Buffer Creation] dialog
box to modify the selected message buffer setting

(3) [Note]

All setting items in this page become invalid when cre_mbf is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.29 is displayed in [Note].

Table 10.29 [Note] in [Message Buffer] Page

Condition Display Message

cre_mbf is not selected All setting items in this page are invalid because the setting to
install cre_mbf is not made.

10.7.37 [Modification of Message Buffer Information] Dialog Box

Modification of Message Buffer Information

hax. Message Buffer ID [CFG_MAXMBFID]

[ #utomatically Sets the Wa 1D of Message Buffersih

Setting Valued 10 Cancel

i

Figure 10.41 [Modification of Message Buffer Information] Dialog Box
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Clicking the [Modify] button in the [Message Buffer] page opens this dialog box.

(1) [Max. Message Buffer ID [CFG_MAXMBFID]]

A message buffer ID between 1 and CFG_MAXMBFID can be used. An integer between 0 and
32767 can be specified. If 0 is specified, message buffers cannot be used. However, since a
variable area for managing the message buffers does not need to be allocated, the used RAM size
can be reduced.

If [Automatically Sets the Max. ID of Message Buffers] is selected, the configurator automatically
calculates the maximum ID based on the message buffers created in the [Message Buffer] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.38 [Creation of Message Buffer] Dialog Box and [Modification of Information for
Message Buffer Creation] Dialog Box

Greation of Message Buffer

essage Buffer ID
v Autamatic Assignment of ID Mumberd

—

ID Mameih) | ID_MBF1| r

Message Buffer Area Waiting Queue

Size(Z) @ FIFO Order(TA_TFIFOI(E)
Estimation(L)... - Priurit\rOrder(TA_TPRl)(E)

Messane

Max Size(hd) ’—|
Create{C)

Cancel

Figure 10.42 [Creation of Message Buffer] Dialog Box

Selecting [Create] from the pop-up menu in the [Message Buffer] page opens the [Creation of
Message Buffer] dialog box. Selecting [Modify] from the pop-up menu in the [Message Buffer]
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page opens the [Modification of Information for Message Buffer Creation] dialog box. These two
dialog boxes have the same configuration.

A message buffer can also be dynamically created using the cre_mbf or acre_mbf service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the message buffer ID as a numeric value. A value between 1 and CFG_MAXMBFID can
be specified. However, if [Automatic Assignment of ID Number] is selected, the ID number
cannot be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the message buffer created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Message Buffer Area Size]

Specify the message buffer size. A value between 0 and 0x20000000 can be specified. The
specified value is rounded up to a multiple of four.

Clicking the [Estimation] button opens the [Estimation of Message Buffer Area Size] dialog box
to calculate the estimated value of [Size].

(6) [Waiting Queue]

Select the FIFO order or priority order as the method to queue the waiting tasks.

(7) [Max. Size]

Specify the maximum size of the message to be transmitted to the message buffer. A value
between 0 and 0x20000000 can be specified. The specified value is rounded up to a multiple of
four.

(8) [Create] button (only in [Creation of Message Buffer] dialog box)
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Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next message buffer can be created without break. This dialog box is not
closed.

(9) [OK] button (only in [Modification of Information for Message Buffer Creation] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(10) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.39 [Estimation of Message Buffer Area Size] Dialog Box

Estimation of Message Buffer Area Size

lessage Buffer Information

i 256
Message Size(d) Cancel
Mumber of Messanes(c) 3z

i

Figure 10.43 [Estimation of Message Buffer Area Size] Dialog Box

Clicking the [Estimation] button in the [Creation of Message Buffer] dialog box or [Modification
of Information for Message Buffer Creation] dialog box opens this dialog box.

In this dialog box, the size of the message buffer that can store a message of the size specified in
[Message Size] for the number of messages specified in [Number of Messages] is calculated. To
be specific, the same calculation as the TSZ_MBFMB or TSZ_MBF macro is performed.

Clicking the [OK] button returns the display to the [Creation of Message Buffer] dialog box or
[Modification of Information for Message Buffer Creation] dialog box, and [Size] of the message
buffer area in either of these dialog boxes is updated to the calculation result of this dialog box.

Clicking the [Cancel] button returns the display to the [Creation of Message Buffer] dialog box or
[Modification of Information for Message Buffer Creation] dialog box, but [Size] of the message
buffer area in either of these dialog boxes is not updated.

10.7.40 [Fixed-size Memory Pool] Page

In this page, set items related to a fixed-size memory pool.
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Figure 10.44 [Fixed-size Memory Pool] Page
Table 10.30 lists the [Fixed-size Memory Pool] page items.

Table 10.30 [Fixed-size Memory Pool] Page Items

Item CFG Name Linkage Unit
Max. Fixed-size Memory Pool ID CFG_MAXMPFID Kernel environment side
Creation of Fixed-size Memory Pool — Kernel side/kernel

environment side

(1) [Fixed-size Memory Pool Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Fixed-size Memory Pool Information] dialog box in which the information can
be changed.
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(a) [Max. Fixed-size Memory Pool ID [CFG_MAXMPFID]]
The range of usable fixed-size memory pool IDs is between 1 and CFG_MAXMPFID.

(2) [List of Fixed-size Memory Pools] group

In this group, the fixed-size memory pools already created are displayed. The flag icon indicates
that the fixed-size memory pool is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Fixed-size Memory Pool] dialog box to create a fixed-
size memory pool

o [Delete]: Deletes the selected fixed-size memory pool

e [Modify]: Opens the [Modification of Information for Fixed-size Memory Pool
Creation] dialog box to modify the selected fixed-size memory pool setting

(3) [Note]

All setting items in this page become invalid when cre_mpf is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.31 is displayed in [Note].

Table 10.31 [Note] in [Fixed-size Memory Pool] Page

Condition Display Message

cre_mpf is not selected All setting items in this page are invalid because the setting to
install cre_mpf is not made.

10.7.41 [Modification of Fixed-size Memory Pool Information] Dialog Box

Modification of Fixed-size Memory Pool Information

Max. Fixed-size Memoary Poal ID [CFG_MAKMPFID)
[~ Automatically Sets the Max 1D of Memaory Pools(hl):

Setting value) 10 Cancel

Figure 10.45 [Modification of Fixed-size Memory Pool Information] Dialog Box

Clicking the [Modify] button in the [Fixed-size Memory Pool] page opens this dialog box.
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(1) [Max. Fixed-size Memory Pool ID [CFG_MAXMPFID]]

A fixed-size memory pool ID between 1 and CFG_MAXMPFID can be used. An integer between
0 and 32767 can be specified. If 0 is specified, fixed-size memory pools cannot be used.
However, since a variable area for managing the fixed-size memory pools does not need to be
allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Memory Pools] is selected, the configurator automatically
calculates the maximum ID based on the fixed-size memory pools created in the [Fixed-size
Memory Pool] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.
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10.7.42 [Creation of Fixed-size Memory Pool] Dialog Box and [Modification of Information
for Fixed-size Memory Pool Creation] Dialog Box

Creation of Fixed—size Memory Fool

Fixed-size Memory Pool ID

v Autormatic Assignment of 1D MumbernCd

—

D Mamedtd) | ID_MPF1 r

lemory Block
Mumber of Blocks(Qy | 0x00000010 Block Size(Zy | 0x00000040

\Waiting Queue
+ FIFO OrderTA_TFIFONEY " Priority CrderTA_TPRIE

Access Permission Vectar

The address cannot be specified. To specify the address, create a fixed-size memaory
pool using the service call.

lemory Object Setting

This setting is ionaored when CFG_PROTMEM is not selected
{mermory ohject pratection function is not used).

Access Permission Wector(s)

Setting Result

User Dorain Possible to Write |A|l user darmain

User Domain Possible to Read |A|| user domain

Create{) | Cancel

Figure 10.46 [Creation of Fixed-size Memory Pool] Dialog Box

Selecting [Create] from the pop-up menu in the [Fixed-size Memory Pool] page opens the
[Creation of Fixed-size Memory Pool] dialog box. Selecting [Modify] from the pop-up menu in
the [Fixed-size Memory Pool] page opens the [Modification of Information for Fixed-size
Memory Pool Creation] dialog box. These two dialog boxes have the same configuration.

A fixed-size memory pool can also be dynamically created using the cre_mpf or acre_mpf service
call. When creating a fixed-size memory pool using these service calls, a specification to use the
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allocated area as a memory pool can be made by the application. However, since this specification
cannot be made in the configurator, fixed-size memory pools are always allocated to the system
pool.

(1) [Fixed-size Memory Pool ID] group
(a) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(b) [ID Number]

Enter the fixed-size memory pool ID as a numeric value. A value between 1 and
CFG_MAXMPFID can be specified. However, if [Automatic Assignment of ID Number] is
selected, the ID number cannot be specified.

(c) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(d) [Kernel Side]

Select this check box when specifying the fixed-size memory pool created to belong to the kernel
side.

In kernel lock mode, this check box cannot be selected at all times.

(2) [Memory Block] group

Create a fixed-size memory pool that can acquire a memory block of the size specified in [Block
Size] for the number of blocks specified in [Number of Blocks].

In [Number of Blocks], specify a value between 1 and 0x08000000.

In [Block Size], specify a value between 4 and 0x20000000. The specified value is rounded up to
a multiple of four.

(3) [Waiting Queue]
Select the FIFO order or priority order as the method to queue the waiting tasks.

(4) [Access Permission Vector] group

All items in this group have meaning only when CFG_PROTMEM is selected in the [Kernel]
page. In [Access Permission Vector], select one from the following:

(1) TACT_KERNEL
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(2) TACT_PRW (domid)
(3) TACT_PRO (domid)
(4) TACT_SRW

(5) TACT_SRO

(6) TACT_SRPW (domid)

Only when (2), (3), or (6) is selected, [Specified User Domain ID] becomes valid. In this case,
select the user domain ID to be permitted in [Specified User Domain ID].

[Setting Result] shows from which user domains write or read is possible, according to the settings
of [Access Permission Vector] and [Specified User Domain ID].

Table 10.32 shows the displayed contents of [Setting Result].
The following memory attributes are always used.

e TA_RW (Readable/Writable)
e TA_CACHE (Cacheable)
e TA_WBACK (Cacheable in write-back mode)

Table 10.32 Displayed Contents of [Setting Result]

Settings [Setting Result] Display

Access Permission Specified User User Domain Possible to  User Domain Possible

Vector Domain Write to Read

TACT_KERNEL Invalid No user domain No user domain

TACT_PRW (domid) Valid Specified user domain only  Specified user domain
only

TACT_PRO (domid) Valid No user domain Specified user domain
only

TACT_SRW Invalid All user domains All user domains

TACT_SRO Invalid No user domain All user domains

TACT_SRPW (domid)  Valid Specified user domain only  All user domains

(5) [Create] button (only in [Creation of Fixed-size Memory Pool] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next fixed-size memory pool can be created without break. This dialog box
is not closed.
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(6) [OK] button (only in [Modification of Information for Fixed-size Memory Pool Creation]

dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(7) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.43 [Variable-size Memory Pool] Page

In this page, set items related to a variable-size memory pool.
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Figure 10.47 [Variable-size Memory Pool] Page

Table 10.33 lists the [Variable-size Memory Pool] page items.
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Table 10.33 [Variable-size Memory Pool] Page Items

ltem CFG Name Linkage Unit
Max. Variable-size Memory Pool ID CFG_MAXMPLID Kernel environment side
Creation of Variable-size Memory Pool — Kernel side/kernel

environment side

(1) [Variable-size Memory Pool Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Variable-size Memory Pool Information] dialog box in which the information
can be changed.

(a) [Max. Variable-size Memory Pool ID [CFG_MAXMPLID]]
The range of usable variable-size memory pool IDs is between 1 and CFG_MAXMPLID.

(2) [List of Variable-size Memory Pools] group

In this group, the variable-size memory pools already created are displayed. The flag icon
indicates that the variable-size memory pool is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Variable-size Memory Pool] dialog box to create a
variable-size memory pool

e [Delete]: Deletes the selected variable-size memory pool

e [Modify]: Opens the [Modification of Information for Variable-size Memory Pool
Creation] dialog box to modify the selected variable-size memory pool setting

(3) [Note]
All setting items in this page become invalid when cre_mpl is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.34 is displayed in [Note].

Table 10.34 [Note] in [Variable-size Memory Pool] Page

Condition Display Message

cre_mpl is not selected All setting items in this page are invalid because the setting to
install cre_mpl is not made.
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10.7.44 [Modification of Variable-size Memory Pool Information] Dialog Box

Modification of Variable—-size Memory Pool Information

Max. Variable-size Memory Poal ID [CFG_MAXMPLID]
[~ #uotomatically Sets the Max. 1D of Memary Poolsihds

Setting Yalue 10 Cancel

Figure 10.48 [Modification of Variable-size Memory Pool Information] Dialog Box
Clicking the [Modify] button in the [Variable-size Memory Pool] page opens this dialog box.

(1) [Max. Variable-size Memory Pool ID [CFG_MAXMPLID]]

A variable-size memory pool ID between 1 and CFG_MAXMPLID can be used. An integer
between 0 and 32767 can be specified. If O is specified, variable-size memory pools cannot be
used. However, since a variable area for managing the variable-size memory pools does not need
to be allocated, the used RAM size can be reduced.

If [Automatically Sets the Max. ID of Memory Pools] is selected, the configurator automatically
calculates the maximum ID based on the variable-size memory pools created in the [Variable-size
Memory Pool] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.
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10.7.45 [Creation of Variable-size Memory Pool] Dialog Box and [Modification of
Information for Variable-size Memory Pool Creation] Dialog Box

Modification of Information for VYariable—size Memory Pool Creation
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Figure 10.49 [Creation of Variable-size Memory Pool] Dialog Box

Selecting [Create] from the pop-up menu in the [Variable-size Memory Pool] page opens the
[Creation of Variable-size Memory Pool] dialog box. Selecting [Modify] from the pop-up menu
in the [Variable-size Memory Pool] page opens the [Modification of Information for Variable-size
Memory Pool Creation] dialog box. These two dialog boxes have the same configuration.

A variable-size memory pool can also be dynamically created using the cre_mpl or acre_mpl
service call. When creating a variable-size memory pool using these service calls, a specification
to use the allocated area as a memory pool can be made by the application. However, since this
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specification cannot be made in the configurator, variable-size memory pools are always allocated
to the system pool.

(1) [Variable-size Memory Pool ID] group
(a) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(b) [ID Number]

Enter the variable-size memory pool ID as a numeric value. A value between 1 and
CFG_MAXMPLID can be specified. However, if [Automatic Assignment of ID Number] is
selected, the ID number cannot be specified.

(c) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(d) [Kernel Side]

Select this check box when specifying the variable-size memory pool created to belong to the
kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(2) [Waiting Queue] group
Only the FIFO order can be selected as the method to queue the waiting tasks.

(3) [Sector Management] group
When [Sector Management (VTA_UNFRAGMENT)] is selected, variable-size memory pools are
managed by sectors. [Min. Block Size] and [Max. Sector Count] are valid only in this case.

The sector management method is an attribute suitable for a memory pool that acquires a large
quantity of small memory blocks. By using small blocks continuously as much as possible, a
continuous free area of a large size can be maintained more easily. For details on sector
management and the meanings of [Min. Block Size] and [Max. Sector Count], refer to the
following.

Reference: Section 4.31, Controlling Memory Fragmentation

In [Min. Block Size], an integer other than O can be specified, and it is rounded up to a multiple of
the size selected in the [Alignment Adjustment] group.
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In [Max. Sector Count], an integer other than 0 can be specified. If O is specified, it is corrected to
L.

When [Max. Sector Count] is greater than [Size]/([Min. Block Size] x 32), the actual Max. sector
count is corrected to [Size]/([Min. Block Size] x 32) by the kernel.

Note that if [Sector Management (VTA_UNFRAGMENT)] is selected, the size of the memory
block acquired from the memory pool is rounded up to a multiple of [Min. Block Size].

(4) [Alignment Adjustment] group

Make a specification related to adjusting alignment of the address of the memory block acquired
from the memory pool.

Select one from the three alignment methods below.

(a) [Aligns the memory block address to a multiple of 4]
(b) [Aligns the memory block address to a multiple of 16 (VTA_ALIGN16)]
(c) [Aligns the memory block address to a multiple of 32 (VTA_ALIGN32)]

(5) [Memory Pool Area] group

In [Size], specify the memory pool size. A value between 4 and 0x20000000 can be specified.
The specified value is rounded up to a multiple of four.

Clicking the [Estimation] button opens the [Estimation of Variable-size Memory Pool Area Size]
dialog box to calculate the estimated value of [Size].

[Access Permission Vector] has meaning only when CFG_PROTMEM is selected in the [Kernel]
page. In [Access Permission Vector], select one from the following:

(1) TACT_KERNEL
(2) TACT_PRW (domid)
(3) TACT_PRO (domid)
(4) TACT_SRW

(5) TACT_SRO

(6) TACT_SRPW (domid)

Only when (2), (3), or (6) is selected, [Specified User Domain ID] becomes valid. In this case,
select the user domain ID to be permitted in [Specified User Domain ID].

[Setting Result] shows from which user domains write or read is possible, according to the settings
of [Access Permission Vector] and [Specified User Domain ID].
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Table 10.35 shows the displayed contents of [Setting Result].
The following memory attributes are always used.

e TA_RW (Readable/Writable)
e TA_CACHE (Cacheable)
e TA_WBACK (Cacheable in write-back mode)

Table 10.35 Displayed Contents of [Setting Result]

Settings [Setting Result] Display

Access Permission Specified User User Domain Possible to  User Domain Possible

Vector Domain Write to Read

TACT_KERNEL Invalid No user domain No user domain

TACT_PRW (domid) Valid Specified user domain only  Specified user domain
only

TACT_PRO (domid) Valid No user domain Specified user domain
only

TACT_SRW Invalid All user domains All user domains

TACT_SRO Invalid No user domain All user domains

TACT_SRPW (domid)  Valid Specified user domain only  All user domains

(6) [Create] button (only in [Creation of Variable-size Memory Pool] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next variable-size memory pool can be created without break. This dialog
box is not closed.

(7) [OK] button (only in [Modification of Information for Variable-size Memory Pool Creation]
dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(8) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.
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10.7.46 [Estimation of Variable-size Memory Pool Area Size] Dialog Box
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v @ Cancel
32
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Figure 10.50 [Estimation of Variable-size Memory Pool Area Size] Dialog Box

Clicking the [Estimation] button in the [Creation of Variable-size Memory Pool] dialog box or
[Modification of Information for Variable-size Memory Pool Creation] dialog box opens this
dialog box.

In this dialog box, the size of the variable-size memory pool that can acquire a memory block of
the size specified in [Memory Block Size] for the number of blocks specified in [Number of
Blocks] is calculated. To be specific, the same calculation as the TSZ_MPL macro is performed.

Clicking the [OK] button returns the display to the [Creation of Variable-size Memory Pool]
dialog box or [Modification of Information for Variable-size Memory Pool Creation] dialog box,
and [Size] of the variable-size memory pool area in either of these dialog boxes is updated to the
calculation result of this dialog box.

Clicking the [Cancel] button returns the display to the [Creation of Variable-size Memory Pool]
dialog box or [Modification of Information for Variable-size Memory Pool Creation] dialog box,
but [Size] of the variable-size memory pool area in either of these dialog boxes is not updated.

10.7.47 [Cyclic Handler] Page

In this page, set items related to a cyclic handler.
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Figure 10.51 [Cyclic Handler] Page
Table 10.36 lists the [Cyclic Handler] page items.

Table 10.36 [Cyclic Handler] Page Items

ltem CFG Name Linkage Unit
Max. Cyclic Handler ID CFG_MAXCYCID Kernel environment side
Creation of Cyclic Handler — Kernel side/kernel

environment side

(1) [Cyclic Handler Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Cyclic Handler Information] dialog box in which the information can be
changed.

558
RENESAS



(a) [Max. Cyclic Handler ID [CFG_MAXCYCID]]
The range of usable cyclic handler IDs is between 1 and CFG_MAXCYCID.

(2) [List of Cyclic Handlers] group

In this group, the cyclic handlers already created are displayed. The flag icon indicates that the
cyclic handler is created to belong to the kernel side.

When the kernel is initiated, cyclic handlers on the kernel side (with the flag icon) are created in
sequence from the top of this list, and then cyclic handlers on the kernel environment side (without
the flag icon) are created in sequence from the top of this list. Note that if [Start Handler after
Creation (TA_STA)] or [Save Initiation Phase (TA_PHS)] has been specified at handler creation,
the cyclic handlers are created in this sequence.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Cyclic Handler] dialog box to create a cyclic handler
e [Delete]: Deletes the selected cyclic handler

e [Modify]: Opens the [Modification of Information for Cyclic Handler Creation] dialog
box to modify the selected cyclic handler setting

e [Up]: Switches the selected cyclic handler with the cyclic handler immediately above

e [Down]: Switches the selected cyclic handler with the cyclic handler immediately
below

(3) [Note]

All setting items in this page become invalid when cre_cyc is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.37 is displayed in [Note].

Table 10.37 [Note] in [Cyclic Handler] Page

Condition Display Message

cre_cyc is not selected All setting items in this page are invalid because the setting to
install cre_cyc is not made.
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10.7.48 [Modification of Cyclic Handler Information] Dialog Box
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Figure 10.52 [Modification of Cyclic Handler Information] Dialog Box
Clicking the [Modify] button in the [Cyclic Handler] page opens this dialog box.

(1) [Max. Cyclic Handler ID [CFG_MAXCYCID]]

A cyclic handler ID between 1 and CFG_MAXCYCID can be used. An integer between 0 and
254 can be specified. If O is specified, cyclic handlers cannot be used. However, since a variable
area for managing the cyclic handlers does not need to be allocated, the used RAM size can be
reduced.

If [Automatically Sets the Max. ID of Cyclic Handlers] is selected, the configurator automatically
calculates the maximum ID based on the cyclic handlers created in the [Cyclic Handler] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.49 [Creation of Cyclic Handler] Dialog Box and [Modification of Information for
Cyclic Handler Creation] Dialog Box

Creation of Cyclic Handler

Cyelic Handler |D
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Initiation Infarmation

Start-up Cycled 0x00000001 Startup PhaseiP) 0x00000000

Attribute Description Language
I Start Handler after Creation(TA_STAND & High-Level Language(TA_HLMNGHH)
I Save Start-up Phase(TA_PHSIHS) " Assembly Language TA_ASM

Createi) | Cancel

Figure 10.53 [Creation of Cyclic Handler] Dialog Box

Selecting [Create] from the pop-up menu in the [Cyclic Handler] page opens the [Creation of
Cyclic Handler] dialog box. Selecting [Modify] from the pop-up menu in the [Cyclic Handler]
page opens the [Modification of Information for Cyclic Handler Creation] dialog box. These two
dialog boxes have the same configuration.

A cyclic handler can also be dynamically created using the cre_cyc or acre_cyc service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the cyclic handler ID as a numeric value. A value between 1 and CFG_MAXCYCID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.
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(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]
Select this check box when specifying the cyclic handler created to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(5) [Address]

Specify the address of the cyclic handler as a C-language symbol or numeric value.

(6) [Extended Information]

The extended information is passed to the cyclic handler as a parameter. Specify it as a C-
language symbol or numeric value.

(7) [Start-up Cycle] and [Start-up Phase]
Specify the initiation cycle and initiation phase for the cyclic handler. A value between 1 and
Ox7ftfffff can be specified for each. However, initiation cycle > initiation phase must be satisfied.

In the case of CFG_TICDENO > 1, these values must not exceed 0x7fffffff/CFG_TICDENO.
Since the configurator does not check this error, the specifications must be made carefully.

(8) [Start Handler after Creation (TA_STA)]
If this check box is selected, the cyclic handler enters the operating state at kernel initiation.

(9) [Save Start-up Phase (TA_PHS)]

If this check box is selected, the initiation phase is saved even when the cyclic handler is not
operating.

(10) [Description Language]

Select [High-Level Language (TA_HLNG)] when the cyclic handler is written in a high-level
language, and select [Assembly Language (TA_ASM)] when the cyclic handler is written in
assembly language.

(11) [Create] button (only in [Creation of Cyclic Handler] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next cyclic handler can be created without break. This dialog box is not
closed.

(12) [OK] button (only in [Modification of Information for Cyclic Handler Creation] dialog box)
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Closes this dialog box after making the settings in this dialog box effective.

(13) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.50 [Alarm Handler] Page

In this page, set items related to an alarm handler.
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Figure 10.54 [Alarm Handler] Page

Table 10.38 lists the [Alarm Handler] page items.
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Table 10.38 [Alarm Handler] Page Items

ltem CFG Name Linkage Unit
Max. Alarm Handler ID CFG_MAXALMID Kernel environment side
Creation of Alarm Handler — Kernel side/kernel

environment side

(1) [Alarm Handler Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Alarm Handler Information] dialog box in which the information can be changed.

(a) [Max. Alarm Handler ID [CFG_MAXALMID]]
The range of usable alarm handler IDs is between 1 and CFG_MAXALMID.

(2) [List of Alarm Handlers] group

In this group, the alarm handlers already created are displayed. The flag icon indicates that the
alarm handler is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Alarm Handler] dialog box to create an alarm handler
e [Delete]: Deletes the selected alarm handler

e [Modify]: Opens the [Modification of Information for Alarm Handler Creation] dialog
box to modify the selected alarm handler setting

(3) [Note]
All setting items in this page become invalid when cre_alm is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.39 is displayed in [Note].

Table 10.39 [Note] in [Alarm Handler] Page

Condition Display Message

cre_alm is not selected All setting items in this page are invalid because the setting to
install cre_alm is not made.
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10.7.51 [Modification of Alarm Handler Information] Dialog Box
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Figure 10.55 [Modification of Alarm Handler Information] Dialog Box
Clicking the [Modify] button in the [Alarm Handler] page opens this dialog box.

(1) [Max. Alarm Handler ID [CFG_MAXALMID]]

An alarm handler ID between 1 and CFG_MAXALMID can be used. An integer between 0 and
255 can be specified. If O is specified, alarm handlers cannot be used. However, since a variable
area for managing the alarm handlers does not need to be allocated, the used RAM size can be
reduced.

If [Automatically Sets the Max. ID of Alarm Handlers] is selected, the configurator automatically
calculates the maximum ID based on the alarm handlers created in the [Alarm Handler] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.52 [Creation of Alarm Handler] Dialog Box and [Modification of Information for
Alarm Handler Creation] Dialog Box
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Figure 10.56 [Creation of Alarm Handler] Dialog Box

Selecting [Create] from the pop-up menu in the [Alarm Handler] page opens the [Creation of
Alarm Handler] dialog box. Selecting [Modify] from the pop-up menu in the [Alarm Handler]
page opens the [Modification of Information for Alarm Handler Creation] dialog box. These two
dialog boxes have the same configuration.

An alarm handler can also be dynamically created using the cre_alm or acre_alm service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the alarm handler ID as a numeric value. A value between 1 and CFG_MAXALMID can be
specified. However, if [Automatic Assignment of ID Number] is selected, the ID number cannot
be specified.

(3) [ID Name]
Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.
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(4) [Kernel Side]
Select this check box when specifying the alarm handler created to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(5) [Address]
Specify the address of the alarm handler as a C-language symbol or numeric value.

(6) [Extended Information]

The extended information is passed to the alarm handler as a parameter. Specify it as a C-
language symbol or numeric value.

(7) [Description Language]

Select [High-Level Language (TA_HLNG)] when the alarm handler is written in a high-level
language, and select [Assembly Language (TA_ASM)] when the alarm handler is written in
assembly language.

(8) [Create] button (only in [Creation of Alarm Handler] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next alarm handler can be created without break. This dialog box is not
closed.

(9) [OK] button (only in [Modification of Information for Alarm Handler Creation] dialog box)

Closes this dialog box after making the settings in this dialog box effective.

(10) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.53 [Overrun Handler] Page

In this page, define the overrun handler. The overrun handler can also be dynamically defined
using the def_ovr service call.
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Figure 10.57 [Overrun Handler] Page

(1) [Does Not Register the Overrun Handler] or [Registers the Overrun Handler]

To register the overrun handler, select [Registers the Overrun Handler]. In this case, the
subsequent items become valid.

(2) [Handler Address]
Specify the address of the overrun handler as a C-language symbol or numeric value.

(3) [Handler Description Language]

Select [High-Level Language] when the overrun handler is written in a high-level language, and
select [Assembly Language] when the overrun handler is written in assembly language.

(4) [Kernel Side]
Select this check box when specifying the overrun handler created to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(5) [Note]
All setting items in this page become invalid when def_ovr is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.40 is displayed in [Note].
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Table 10.40 [Note] in [Overrun Handler] Page

Condition Display Message

def_ovr is not selected All setting items in this page are invalid because the setting to
install def_ovr is not made.

10.7.54 [Protected Memory Pool] Page

In this page, set items related to a protected memory pool.
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Figure 10.58 [Protected Memory Pool] Page

Table 10.41 lists the [Protected Memory Pool] page items.
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Table 10.41 [Protected Memory Pool] Page Items

ltem CFG Name Linkage Unit
Max. Protected Memory Pool ID CFG_MAXMPPID Kernel environment side
Creation of Protected Memory Pool — Kernel side/kernel

environment side

(1) [Protected Memory Pool Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Protected Memory Pool Information] dialog box in which the information can be
changed.

(a) [Max. Protected Memory Pool ID [CFG_MAXMPPID]]
The range of usable protected memory pool IDs is between 1 and CFG_MAXMPPID.

(2) [List of Protected Memory Pools] group

In this group, the protected memory pools already created are displayed. The flag icon indicates
that the protected memory pool is created to belong to the kernel side.

The following items are in the pop-up menu.

o [Create]: Opens the [Creation of Protected Memory Pool] dialog box to create a
protected memory pool

e [Delete]: Deletes the selected protected memory pool

e [Modify]: Opens the [Modification of Information for Protected Memory Pool
Creation] dialog box to modify the selected protected memory pool setting

(3) [Note]

All setting items in this page become invalid when CFG_PROTMEM is not selected in the
[Kernel] page or icre_mpp is not selected in the [Service Call Selection] page. In addition, all
items in this page cannot be modified.

In this case, the message shown in table 10.42 is displayed in [Note].

Table 10.42 [Note] in [Protected Memory Pool] Page

Condition Display Message

CFG_PROTMEM is not selected or  All setting items in this page are invalid because
icre_mpp is not selected CFG_PROTMEM is not selected or the setting to install
icre_mpp is not made.
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10.7.55 [Modification of Protected Memory Pool Information] Dialog Box
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Figure 10.59 [Modification of Protected Memory Pool Information] Dialog Box
Clicking the [Modify] button in the [Protected Memory Pool] page opens this dialog box.

(1) [Max. Protected Memory Pool ID [CFG_MAXMPPID]]

A protected memory pool ID between 1 and CFG_MAXMPPID can be used. An integer between
0 and 31 can be specified. If 0 is specified, protected memory pools cannot be used. However,
since a variable area for managing the protected memory pools does not need to be allocated, the
used RAM size can be reduced.

If [Automatically Sets the Max. ID of Protected Memory Pools] is selected, the configurator
automatically calculates the maximum ID based on the protected memory pools created in the
[Protected Memory Pool] page.

(2) [OK] button

Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.56 [Creation of Protected Memory Pool] Dialog Box and [Modification of Information

for Protected Memory Pool Creation] Dialog Box
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Figure 10.60 [Creation of Protected Memory Pool] Dialog Box

Selecting [Create] from the pop-up menu in the [Protected Memory Pool] page opens the
[Creation of Protected Memory Pool] dialog box. Selecting [Modify] from the pop-up menu in
the [Protected Memory Pool] page opens the [Modification of Information for Protected Memory
Pool Creation] dialog box. These two dialog boxes have the same configuration.

(1) [Protected Memory Pool ID] group
(a) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(b) [ID Number]
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Enter the protected memory pool ID as a numeric value. A value between 1 and
CFG_MAXMPPID can be specified. However, if [Automatic Assignment of ID Number] is
selected, the ID number cannot be specified.

(c) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(d) [Kernel Side]

Select this check box when specifying the protected memory pool created to belong to the kernel
side.

In kernel lock mode, this check box cannot be selected at all times.

(2) [Sector Management] group

When [Sector Management (VTA_UNFRAGMENT)] is selected, protected memory pools are
managed by sectors. [Max. Sector Count] is valid only in this case.

The sector management method is an attribute suitable for a memory pool that acquires a large
quantity of small memory blocks. By using small blocks continuously as much as possible, a
continuous free area of a large size can be maintained more easily. For details on sector
management and the meaning of [Max. Sector Count], refer to the following.

Reference: Section 4.31, Controlling Memory Fragmentation

In [Max. Sector Count], an integer other than O can be specified. If O is specified, it is corrected to
1.

When [Max. Sector Count] is greater than [Size]/(4096 x 32), the actual Max. sector count is
corrected to [Size]/(4096 x 32) by the kernel.

(3) [Memory Pool Area] group

In [Size], specify the memory pool size. A value between 1 and 0x20000000 can be specified.
The specified value is rounded up to a multiple of CFG_PAGESZ (4096).

The protected memory pool area is created with the following section name.
BUCM_himpp_<ID>

<ID> shows the ID name when an ID name is specified, otherwise it shows the decimal notation
of the ID number. At linkage, this section must be allocated to an MMU mapped area and at the
boundary address of CFG_PAGESZ (4096).
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Clicking the [Estimation] button opens the [Estimation of Protected Memory Pool Area Size]
dialog box to calculate the estimated value of [Size].

(4) [Read/Write] group
Select read-only or readable/writable for the protected memory pool.

(5) [Cache Setting] group
Select how the protected memory pool is handled when cache is enabled from the following:

e Cacheable in write-back mode (TA_CACHE|TA_WBACK)
e Cacheable in write-through mode (TA_CACHE|TA_WTHROUGH)
e Non-cacheable (TA_UNCACHE)

(6) [Create] button (only in [Creation of Protected Memory Pool] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next protected memory pool can be created without break. This dialog box
is not closed.

(7) [OK] button (only in [Modification of Information for Protected Memory Pool Creation]
dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(8) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.57 [Estimation of Protected Memory Pool Area Size] Dialog Box
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Figure 10.61 [Estimation of Protected Memory Pool Area Size] Dialog Box

Clicking the [Estimation] button in the [Creation of Protected Memory Pool] dialog box or
[Modification of Information for Protected Memory Pool Creation] dialog box opens this dialog
box.
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In this dialog box, the size of the protected memory pool that can acquire a memory block of the
size specified in [Memory Block Size] for the number of blocks specified in [Number of Blocks]
is calculated. To be specific, the same calculation as the TSZ_MPP macro is performed.

Clicking the [OK] button returns the display to the [Creation of Protected Memory Pool] dialog
box or [Modification of Information for Protected Memory Pool Creation] dialog box, and [Size]
of the protected memory pool area in either of these dialog boxes is updated to the calculation
result of this dialog box.

Clicking the [Cancel] button returns the display to the [Creation of Protected Memory Pool] dialog
box or [Modification of Information for Protected Memory Pool Creation] dialog box, but [Size]
of the protected memory pool area in either of these dialog boxes is not updated.

10.7.58 [Protected Mailbox] Page

In this page, set items related to a protected mailbox.
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Figure 10.62 [Protected Mailbox] Page
Table 10.43 lists the [Protected Mailbox] page items.

Table 10.43 [Protected Mailbox] Page Items

ltem CFG Name Linkage Unit
Max. Protected Mailbox ID CFG_MAXMBPID Kernel environment side
Creation of Protected Mailbox — Kernel side/kernel

environment side

(1) [Protected Mailbox Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Protected Mailbox Information] dialog box in which the information can be
changed.
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(a) [Max. Protected Mailbox ID [CFG_MAXMBPID]]
The range of usable protected mailbox IDs is between 1 and CFG_MAXMBPID.

(2) [List of Protected Mailboxes] group

In this group, the protected mailboxes already created are displayed. The flag icon indicates that
the protected mailbox is created to belong to the kernel side.

The following items are in the pop-up menu.

e [Create]: Opens the [Creation of Protected Mailbox] dialog box to create a protected
mailbox

o [Delete]: Deletes the selected protected mailbox

e [Modify]: Opens the [Modification of Information for Protected Mailbox Creation]
dialog box to modify the selected protected mailbox setting

(3) [Note]

All setting items in this page become invalid when CFG_PROTMEM is not selected in the
[Kernel] page or cre_mbp is not selected in the [Service Call Selection] page. In addition, all
items in this page cannot be modified.

In this case, the message shown in table 10.44 is displayed in [Note].

Table 10.44 [Note] in [Protected Mailbox] Page

Condition Display Message

CFG_PROTMEM is not selected or  All setting items in this page are invalid because
cre_mbp is not selected CFG_PROTMEM is not selected or the setting to install
cre_mbp is not made.

10.7.59 [Modification of Protected Mailbox Information] Dialog Box

Modification of Protected Mailbox Information

Max. Protected Mailbox 1D [CFG_MARMER D]
I itutomatically Sets the Mayx. 1D of Protected Mailboxe s

Setting Value(h 10 Cancel

di

Figure 10.63 [Modification of Protected Mailbox Information] Dialog Box
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Clicking the [Modify] button in the [Protected Mailbox] page opens this dialog box.

(1) [Max. Protected Mailbox ID [CFG_MAXMBPID]]

A protected mailbox ID between 1 and CFG_MAXMBPID can be used. An integer between 0
and 32767 can be specified. If 0 is specified, protected mailboxes cannot be used. However, since
a variable area for managing the protected mailboxes does not need to be allocated, the used RAM
size can be reduced.

If [Automatically Sets the Max. ID of Protected Mailboxes] is selected, the configurator
automatically calculates the maximum ID based on the protected mailboxes created in the
[Protected Mailbox] page.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.60 [Creation of Protected Mailbox] Dialog Box and [Modification of Information for
Protected Mailbox Creation] Dialog Box

Modification of Information for Protected Mailbox Greation ﬁ|&|

Protected Mailbox ID

¥ Automatic Assignment of 1D Mumber@;

—

ID Marnedh) | ID_DOMZ_MEP ~
Waiting Queue Message Queue
* FIFD CrderTA_TFIFCE; (* FIFC OrdenTA_MFIFOWD)
" Priotity OrderTA_TPROE ™ Priority OrdenTA_MPRIM)
Message

e, Priority(S) 1 -
QK | Cancel

Figure 10.64 [Creation of Protected Mailbox] Dialog Box

Selecting [Create] from the pop-up menu in the [Protected Mailbox] page opens the [Creation of
Protected Mailbox] dialog box. Selecting [Modify] from the pop-up menu in the [Protected
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Mailbox] page opens the [Modification of Information for Protected Mailbox Creation] dialog
box. These two dialog boxes have the same configuration.

A protected mailbox can also be dynamically created using the cre_mbp or acre_mbp service call.

(1) [Automatic Assignment of ID Number]

If this check box is selected, the configurator automatically assigns an ID number. However, if
this check box is selected, [Kernel Side] cannot be selected.

(2) [ID Number]

Enter the protected mailbox ID as a numeric value. A value between 1 and CFG_MAXMBPID
can be specified. However, if [Automatic Assignment of ID Number] is selected, the ID number
cannot be specified.

(3) [ID Name]

Specify the ID name. If [Automatic Assignment of ID Number] is selected, the name must be
specified. In other cases, this edit box can be left blank.

(4) [Kernel Side]

Select this check box when specifying the protected mailbox created to belong to the kernel side.
In kernel lock mode, this check box cannot be selected at all times.

(5) [Waiting Queue]

Select the FIFO order or priority order as the method to queue the waiting tasks.

(6) [Message Queue]

Select the FIFO order or priority order as the method to queue the messages.

(7) [Max. Priority]

When the priority order is selected in [Message Queue], select the maximum priority of the
message. It can be selected between 1 and CFG_MAXMSGPRI.

When the FIFO order is selected in [Message Queue], this item has no meaning.

(8) [Create] button (only in [Creation of Protected Mailbox] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next protected mailbox can be created without break. This dialog box is not
closed.

(9) [OK] button (only in [Modification of Information for Protected Mailbox Creation] dialog box)
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Closes this dialog box after making the settings in this dialog box effective.

(10) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.61 [Extended Service Call] Page

In this page, set items related to an extended service call.

105 Gonfieurator — HF300SPX — [prot_sim hefl

File  View Generate Options Help

0 = =] gl k?
New Open Save Generate Help
= HI7300/ PXConfiguration infor ~
Kernel Extended Serice Call Information

GPU
Time Management Functi Max. Function Code[CFG_MAXSYCCD] 10 Modif(C)

Debugging Function
User Domain
Beifonance . List of Extended Service Call Routines
Service Call Selection
Interrupt/GPU Exception 3
Static Memory Object
Thitialization Routing
Tazk

Semaphore

Event Flag

Data Cueue

Mailbox

Mutex

Meszage Buffer
Fixed-size Memary Paol
Variable-size Memory Po
Cyelic Handler

Alarm Handler

Overrun Handler
Protected Memory Pool
A

Function Code Address Coprocessor

Trap

Mote

Mone

< > i
For Help, press F1 NUM

Figure 10.65 [Extended Service Call] Page

Table 10.45 lists the [Extended Service Call] page items.
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Table 10.45 [Extended Service Call] Page Items

ltem CFG Name Linkage Unit
Max. Function Code CFG_MAXSVCCD Kernel environment side
Definition of Extended Service Call Routine — Kernel side/kernel

environment side

(1) [Extended Service Call Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Extended Service Call Information] dialog box in which the information can be
changed.

(a) [Max. Function Code [CFG_MAXSVCCD]]
The range of usable function codes is between 1 and CFG_MAXSVCCD.

(2) [List of Extended Service Call Routines] group

In this group, the extended service call routines already defined are displayed. The flag icon
indicates that the routine is defined to belong to the kernel side.

The following items are in the pop-up menu. In kernel lock mode, these pop-up menu items
cannot be selected for the routines on the kernel side.

e [Define]: Opens the [Definition of Extended Service Call Routine] dialog box to define
an extended service call routine

e [Delete]: Cancels definition of the selected extended service call routine

e [Modify]: Opens the [Modification of Information for Extended Service Call Routine
Definition] dialog box to modify the selected extended service call routine setting

(3) [Note]
All setting items in this page become invalid when def_svc is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.46 is displayed in [Note].

Table 10.46 [Note] in [Extended Service Call] Page

Condition Display Message

def_svc is not selected All setting items in this page are invalid because the setting to
install def_svc is not made.
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10.7.62 [Modification of Extended Service Call Information] Dialog Box

Modification of Extended Service Gall Information ﬁ|&|

Max. Function Code [CFG_MASWVCCD]

Setting Walue(C) iE

Cancel

Figure 10.66 [Modification of Extended Service Call Information] Dialog Box
Clicking the [Modify] button in the [Extended Service Call] page opens this dialog box.

(1) [Max. Function Code [CFG_MAXSVCCD]]

Function codes between 1 and CFG_MAXSVCCD can be used. An integer between 0 and 32767
can be specified. If 0 is specified, extended service calls cannot be used. However, since a
variable area for managing the extended service calls does not need to be allocated, the used RAM
size can be reduced.

(2) [OK] button
Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.7.63 [Definition of Extended Service Call Routine] Dialog Box and [Modification of

Information for Extended Service Call Routine Definition] Dialog Box

Definition of Extended Service Gall Routine

Function Code
Function Caodei2) |1 I~ Kernel Side(k)

Extended Serwice Call Routine Address

Addressi) | ExtendedSvCHandler

Coprocessor Description Language
[~ Uses DSP(TA_COFPD)O * High-Level Language TA_HLMNGIH)
[ Uses FPU (hank 0y (TA_COP13(1) ™ Assembly Language(TA_ASMI(M)

[~ Uses FPU (hank 1)(TA_COPZ)(2)

Define (D) | Cancel

Figure 10.67 [Definition of Extended Service Call Routine] Dialog Box

Selecting [Define] from the pop-up menu in the [Extended Service Call] page opens the
[Definition of Extended Service Call Routine] dialog box. Selecting [Modify] from the pop-up
menu in the [Extended Service Call] page opens the [Modification of Information for Extended
Service Call Routine Definition] dialog box. These two dialog boxes have the same configuration.

An extended service call can also be dynamically defined using the def_svc service call.

(1) [Function Code]

Enter the function code as a numeric value. A value between 1 and CFG_MAXSVCCD can be
specified.

(2) [Kernel Side]

Select this check box when specifying the extended service call routine defined to belong to the
kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(3) [Extended Service Call Routine Address]

Specify the address of the extended service call routine as a C-language symbol or numeric value.
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(4) [Uses DSP (TA_COPO)], [Uses FPU (bank 0) (TA_COP1)], or [Uses FPU (bank 1)
(TA_COP2)]

TA_COPO is valid only when CFG_DSP is selected in the [CPU] page. Select this check box
when performing DSP calculation.

TA_COP1 or TA_COP2 is valid only when CFG_FPU is selected in the [CPU] page. For normal
FPU calculation, select only TA_COP1. For cases using both FPU banks, i.e. matrix calculation,
select both TA_COP1 and TA_COP2. Selecting only TA_COP2 and not TA_COPI is not
possible.

TA_COPO cannot be selected together with TA_COP1 or TA_COP2.

(5) [Initial FPSCR Value]

The initial FPSCR value has a meaning only when either TA_COP1 or TA_COP?2 is selected. An
integer between 0 and Oxffffffff can be specified. Specify this value with reference to the
following.

Reference: Section 15, Notes on FPU

(6) [Description Language]

Select [High-Level Language (TA_HLNG)] when the extended service call routine is written in a
high-level language, and select [Assembly Language (TA_ASM)] when the extended service call
routine is written in assembly language.

(7) [Define] button (only in [Definition of Extended Service Call Routine] dialog box)

Makes the settings in this dialog box effective. Then, returns the display of this dialog box to its
initial state so that the next extended service call routine can be defined without break. This dialog
box is not closed.

(8) [OK] button (only in [Modification of Information for Extended Service Call Routine
Definition] dialog box)
Closes this dialog box after making the settings in this dialog box effective.

(9) [Cancel] button
Closes this dialog box without saving the settings in this dialog box.

10.7.64 [Trap] Page

In this page, set items related to a trap.
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Figure 10.68 [Trap] Page
Table 10.47 lists the [Trap] page items.

Table 10.47 [Trap] Page Items

ltem CFG Name Linkage Unit
Max. Trap Number CFG_MAXTRPNO Kernel environment side
Definition of Trap Routine — Kernel side/kernel

environment side

(1) [Trap Information] group

In this group, the following information is displayed. Clicking the [Modify] button opens the
[Modification of Trap Information] dialog box in which the information can be changed.

(a) [Max. Trap Number [CFG_MAXTRPNO]]
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The range of usable trap numbers is between 16 and CFG_MAXTRPNO.

(2) [List of Trap Routines] group

In this group, the trap routines already defined are displayed. The flag icon indicates that the
routine is defined to belong to the kernel side.

The following items are in the pop-up menu. In kernel lock mode, these pop-up menu items
cannot be selected for the routines on the kernel side.

e [Define]: Opens the [Definition of Trap Routine] dialog box to define a trap routine

e [Cancel]: Cancels definition of the selected trap routine

(3) [Note]

All setting items in this page become invalid when vdef_trp is not selected in the [Service Call
Selection] page. In addition, all items in this page cannot be modified.

In this case, the message shown in table 10.48 is displayed in [Note].

Table 10.48 [Note] in [Trap] Page

Condition Display Message

vdef_trp is not selected All setting items in this page are invalid because the setting to
install vdef_trp is not made.

10.7.65 [Modification of Trap Information] Dialog Box

Modification of Trap Information

Max. Trap Mumber [CFG_MARTRPMO]

Setting Yalue(hh E
Cancel

Figure 10.69 [Modification of Trap Information] Dialog Box
Clicking the [Modify] button in the [Trap] page opens this dialog box.

(1) [Max. Trap Number [CFG_MAXTRPNO]]

A trap number between 16 and CFG_MAXTRPNO can be used. An integer between 16 and 255
can be specified.
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(2) [OK] button

Closes this dialog box after making the settings in this dialog box effective.

(3) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.

10.7.66 [Definition of Trap Routine] Dialog Box

Definition of Trap Routine

Trap Mumhber
Trap Mumber |16 [~ Kernel Side

Trap Routine Address

Address(a) |TRAPA16_HandIer

Coprocessar Description Language
™ Uges DSPTA_COPOND) + High-Level Language(TA_HLMNG)H)
[ Uses FPU (bank O)TA_COP1 " Assembly Language(TA_ASH) (M)

[ Uses FPU (hank 13(TA_COP2){2)

QK | Cancel

Figure 10.70 [Definition of Trap Routine] Dialog Box

Selecting [Define] from the pop-up menu in the [Trap] page opens the [Definition of Trap
Routine] dialog box.

A trap can also be dynamically defined using the vdef_trp service call.

(1) [Trap Number]
The trap number selected in the [Trap] page is displayed.

(2) [Kernel Side]

Select this check box when specifying the trap routine defined to belong to the kernel side.

In kernel lock mode, this check box cannot be selected at all times.

(3) [Trap Routine Address]

Specify the address of the trap routine as a C-language symbol or numeric value.
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(4) [Uses DSP (TA_COPO)], [Uses FPU (bank 0) (TA_COP1)], or [Uses FPU (bank 1)
(TA_COP2)]

TA_COPO is valid only when CFG_DSP is selected in the [CPU] page. Select this check box
when performing DSP calculation.

TA_COP1 or TA_COP2 is valid only when CFG_FPU is selected in the [CPU] page. For normal
FPU calculation, select only TA_COP1. For cases using both FPU banks, i.e. matrix calculation,
select both TA_COP1 and TA_COP2. Selecting only TA_COP2 and not TA_COPI is not
possible.

TA_COPO cannot be selected together with TA_COP1 or TA_COP2.

(5) [Initial FPSCR Value]

The initial FPSCR value has a meaning only when either TA_COP1 or TA_COP?2 is selected. An
integer between 0 and Oxffffffff can be specified. Specify this value with reference to the
following.

Reference: Section 15, Notes on FPU

(6) [Description Language]
Select [High-Level Language (TA_HLNG)] when the trap routine is written in a high-level

language, and select [Assembly Language (TA_ASM)] when the trap routine is written in
assembly language.

(7) [OK] button

Closes this dialog box after making the settings in this dialog box effective.

(8) [Cancel] button

Closes this dialog box without saving the settings in this dialog box.
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10.8  Edit Box Specifications

Number of Characters that Can be Input: The number of characters that can be entered in an
edit box is up to 255 bytes. An input exceeding this limit is not accepted.

Characters that Can be Input:

(1) Identification of numeric values and character strings
Only the ASCII code should be input to an edit box. Do not input any other character code.
The following cases of input are handled as numeric values, and other cases are handled as
character strings.
(1) Character string consisting of only 0 to 9: Handled as a decimal number

(2) Character string starting with "0x" or "0X", and the subsequent one to eight characters
consist of only 0 t0o 9, a to f, and A to F: Handled as a hexadecimal number

For an input handled as a numeric value, which cannot be represented with 32 bits, the

following error message is displayed.
Numeric value exceeding Oxffffffff cannot be input

In the above case (2), if there are nine or more characters following "0x" or "0X", the above

error message is also displayed.

Examples are shown below.

— 123: Handled as a decimal number of 123

— 0x1000: Handled as a hexadecimal number of 0x1000 (4096)

— 0x012345678: Error message “Numeric value exceeding Oxffffffff cannot be input” is
displayed

— 0x0123Z: Handled as a character string

(2) Character string

In the configurator, only the following have meaning as a character string.

— ID name (C-language macro name)

— C-language symbol

— Section name

Whether the C-language grammar in these inputs is correct or not is not tested. If not correct, a

grammar error is detected at compilation.
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Blank: If there is no input in the edit boxes shown in table 10.49, the default setting is used.

If other edit boxes are left blank, one of the following error messages will be displayed.

Input a value
Input a character string

Input a value or character string

Table 10.49 Edit Boxes Allowed to be Blank

Page/Dialog Box Edit Box

Condition for
Allowing Blank

Default Setting

[Creation of Task] and [Modification of Extended

Information for Task Creation] dialog boxes information

[Registration of Initialization Routine] and
[Modification of Information for Initialization
Routine Registration] dialog boxes

[Creation of Cyclic Handler] and [Modification
of Information for Cyclic Handler Creation]
dialog boxes

[Creation of Alarm Handler] and [Modification
of Information for Alarm Handler Creation]
dialog boxes

Always

Handled as 0

[Definition of Task Exception Processing Address
Routine] dialog box

Always

Definition is
canceled

[Creation] and [Modification of Information for ID name
Creation] dialog boxes for objects

[Automatic
Assignment of ID
Number] is not
selected

Handled as an
object with no
name
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Duplication of ID Name, C-Language Symbol, or Section Name: The following error message
is displayed in the cases below.

Specified symbol (name) already used. Specify another symbol (name).

e Input of ID name: The specified ID name is the same as an ID name, C-language symbol, or
section name, which is already registered.

e Input of C-language symbol: The specified C-language symbol is the same as an ID name or
section name, which is already registered.

o Input of section name: The specified section name is the same as an ID name, C-language
symbol, or section name, which is already registered.
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10.9 Tuning

10.9.1 Reduction of Used RAM Size
Table 10.50 lists the configurator setting items which are related to the used RAM size.

Table 10.50 Reduction of Used RAM Size

Relevant Section Method to
Page ltem Name Reduce Size
[Kernel] page CFG_NTSKSTKSZ BSCP_hintskstk Make it small
CFG_RESPOOLSZ BSCP_hirespl Make it small
CFG_SYSPOOLSZ BSCP_hisyspl Make it small
CFG_PROTMEM BSCP_hidef, Do not select
BSCP_hicfg,
BSCP_hiwrk
[Debugging CFG_ACTION BSCP_hiwrk Do not select
Function]page  "Grg_TRACE BSCP_hiwrk Do not select
CFG_TRCOBJCNT BSCP_hiwrk Make it small
CFG_TRCBUFSz BSCP_hitrcbuf Make it small
[Time Management CFG_OPTTMR BSCP_hiwrk Do not select
Function] page
[Performance] page CFG_PERFORM BSCP_hiwrk Do not select
[Service Call vset_tfl, vclr_tfl, vwai_tfl, vitwai_tfl, BSCP_hiwrk Do not select any
Selection] page vpwai_tfl
def_tex BSCP_hiwrk Do not select
cre_sem BSCP_hiwrk Do not select
cre_flg BSCP_hiwrk Do not select
cre_dtq BSCP_hiwrk Do not select
cre_mbx BSCP_hiwrk Do not select
cre_mtx BSCP_hiwrk Do not select
cre_mbf BSCP_hiwrk Do not select
cre_mpf BSCP_hiwrk Do not select
cre_mpl BSCP_hiwrk Do not select
cre_cyc BSCP_hiwrk Do not select
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Table 10.50 Reduction of Used RAM Size (cont)

Relevant Section Method to
Page ltem Name Reduce Size
[Service Call Selection] page cre_alm BSCP_hiwrk Do not select
(cont) def_ovr BSCP_hiwrk Do not select
icre_mpp BSCP_hiwrk Do not select
cre_mbp BSCP_hiwrk Do not select
def_svc BSCP_hiwrk Do not select
vdef_trp BSCP_hiwrk Do not select
[Interrupt/CPU Exception Handler] CFG_MAXINTNO BSCP_hiwrk Make it small
page
[Task] page CFG_MAXTSKID BSCP_hiwrk Make it small
CFG_MAXTSKPRI BSCP_hiwrk Make it small
[Semaphore] page CFG_MAXSEMID BSCP_hiwrk Make it small
[Event Flag] page CFG_MAXFLGID BSCP_hiwrk Make it small
[Data Queue] page CFG_MAXDTQID BSCP_hiwrk Make it small
[Mailbox] page CFG_MAXMBXID BSCP_hiwrk Make it small
[Mutex] page CFG_MAXMTXID BSCP_hiwrk Make it small
[Message Buffer] page CFG_MAXMBFID BSCP_hiwrk Make it small
[Fixed-size Memory Pool] page CFG_MAXMPFID BSCP_hiwrk Make it small
[Variable-size Memory Pool] page = CFG_MAXMPLID BSCP_hiwrk Make it small
[Cyclic Handler] page CFG_MAXCYCID BSCP_hiwrk Make it small
[Alarm Handler] page CFG_MAXALMID BSCP_hiwrk Make it small
[Protected Memory Pool] page CFG_MAXMPPID BSCP_hiwrk Make it small
[Protected Mailbox] page CFG_MAXMBPID BSCP_hiwrk Make it small
[Extended Service Call] page CFG_MAXSVCCD BSCP_hiwrk Make it small
[Trap] page CFG_MAXTRPNO BSCP_hiwrk Make it small
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10.9.2

Reduction of Used ROM Size

The most effective way to reduce the used ROM size is to decrease the number of service calls

selected in the [Service Call Selection] page. In particular, not selecting the def_??? or cre_?7?

service calls has a large effect since their function modules will not be installed.

Table 10.51 lists the configurator setting items which are related to the used ROM size.

Table 10.51 Reduction of Used ROM Size

Method to

Page ltem Relevant Section Name Reduce Size
[Kernel] page CFG_PARCHK PSCP_hiknl Do not select

CFG_PROTMEM PSCP_hiknl, CSCP_hidef, Do not select

CSCP_hicfg

CFG_MEMCHK PSCP_hiknl Do not select

CFG_MAXLOCPAGE  PSCP_hiknl Setitto 0
[CPU] page CFG_DSPSTBY PSCP_hiknl, PSCP_hidef Do not select
[Time Management CFG_OPTTMR PSCP_hiknl Do not select
Function] page
[Debugging Function] CFG_ACTION PSCP_hiknl Do not select
page CFG_TRACE PSCP_hiknl Do not select
[Performance] page CFG_PERFORM PSCP_hiknl Do not select

All pages

Initial registration of
objects

PSCP_hidef, CSCP_hidef,
PSCP_hicfg, CSCP_hicfg

Make it small
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10.9.3 Performance Improvement

Table 10.52 lists the configurator setting items that affect the performance.

Table 10.52 Performance Improvement

Page ltem Description
[Kernel] page CFG_PARCHK If not selected, the processing time of the service
call becomes shorter.
CFG_KNLLVL A small size allows more interrupt levels to be

accepted even while the kernel is executing a
critical section.

CFG_PROTMEM

If not selected, TLB-miss overhead will not occur.

CFG_MEMCHK If not selected, the processing time of the service
call with an address parameter becomes shorter.
[Time Management CFG_TICNUME, A large time tick reduces the load caused by a
Function] page CFG_TICDENO timer interrupt, but precision of time management
by the kernel will be degraded.

CFG_OPTTMR If selected, the processing time of the service call
requesting time management processing has the
possibility of becoming longer. However,
occurrence of timer interrupts will become less
frequent.

[Debugging Function] CFG_ACTION If selected, a cyclic handler with a 100-ms cycle
page is executed, thus increasing the load.

CFG_TRACE If selected, the entire performance is degraded.

CFG_TRCOBJCNT

A large number degrades the entire performance.

[Performance] page CFG_PERFORM

If selected, the entire performance is degraded.

[Service Call Selection]  def_tex

page

If selected, the task switching time gets longer.
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Section 11 Build

This section describes how to create load modules in the absolute address format, which are to be
installed in the target system, with referring to the provided sample.

11.1  Load Modules
(1) Load Module Types
The system using the HI7300/PX should consist of the following three types of load modules.

(a) Kernel load module (knl_side)

The kernel load module includes the following.

— Code of the kernel

— Cache support functions

— Statically allocated variable area for the kernel

— Code and data of the applications (when necessary)
(b) Kernel environment load module (env_side)

The kernel environment load module includes the following.

— Statically allocated variable area for the kernel

— System pool

— Resource pool

— Stack area for non-task context

— Code and data of the applications (when necessary)
(c) Application load modules

An application load module consists of applications only. More than one application load
module can be created. Alternatively, if all applications are included in the kernel load module
or kernel environment load module, there is no need to create any application load module.

Both knl_side and env_side are necessary for kernel operation.
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These load modules have the following dependencies.

Kernel load module
--> Kernel environment load module
--> Application load modules

As shown, when the kernel load module is updated, the kernel environment load module and
application load modules must be updated. In the same way, when the kernel environment load
module is updated, the application load modules must be updated.

This dependency structure has the following advantages.

e After only the kernel load module is stored in ROM, the kernel environment load module and
application load modules can be modified.

e By including the target of debugging in the kernel environment load module or an application
load module, the build and download time can be reduced in debugging process.

(2) [Kernel Side] Checkbox in the Configurator

When the [Kernel side] checkbox is selected to specify C-language symbols and section names
during creation or definition of task addresses or static memory objects through the configurator,
the addresses for these symbols and sections must be determined at linkage of the kernel load
module. In the same way, when the [Kernel side] checkbox is not selected, the addresses for these
symbols and section names must be determined at linkage of the kernel environment load module.

However, to be more exact, the entities of C-language symbols do not always need to be linked if
the symbols can be determined at linkage through forced definition of symbol values or symbol
file input.

(3) Note on ID Name Header File

To avoid dependency of the kernel load module upon other load modules, the applications
included in the kernel load module must not include kernel_id.h, which is on the kernel
environment side.

(4) Summary

Figure 11.1 gives the summary of load module creation described above.
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*: Tools such as the compiler, assembler, and optimizing linkage editor

Figure 11.1 Load Module Creation
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11.2  Directory Structure

Figure 11.2 shows the structure of the directories where the kernel is installed.

) inchude
+-1) knl
+-7) lib
zamplez

|) common
=) doml
() dom2
() dom3
(=) domd
(=) domb
=y idle
() inclhude
() manitar
+-{) sh7780
+- sh73180
= =tdlib
I) sv=app
) =vstem

Figure 11.2 Directory Structure

(1) include\
Contains header files such as itron.h.

This directory must be specified as an include path when any application is compiled or
assembled.

The files in this directory must not be modified.
(2) knl\
Contains the source code of the kernel, which is only provided under the source code license.
(3) lib\
The elf\ directory under this directory contains the relocatable object files of the kernel library
and cache support functions.
(4) system\
Contains the system definition files, which are used to compile the files output by the
configurator.

The files in this directory must not be modified.
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(5) samples\

The directories under this directory contain the sample files (such as sample programs and
HEW workspace).

11.3  Overview of Sample System

11.3.1 Overview

The sample system stored in the directories under samples\ includes the following applications.
Each application displays messages in the simulated I/O window through standard library
functions when it is executed in the simulator.

e User domain 1 (doml)
A sample with domain ID = 1.

This sample application performs data communications within a domain by using a fixed-size
memory pool and a mailbox.

e User domain 2 (dom?2) and user domain 3 (dom3)
Samples with domain ID = 2 and domain ID = 3.

These sample applications perform data communications between domains. When the memory
object protection function is selected, a protected memory pool and a protected mailbox are
used. When the memory object protection function is not selected, a variable-size memory
pool and a mailbox are used.

Domain 2 is the receiver and domain 3 is the sender.
e User domain 4 (dom4)

A sample with domain ID = 4.

This sample application intentionally performs an illegal access.
e User domain 5 (dom5)

A sample with domain ID = 5.

This sample application uses various service calls of the kernel. A task is shifted to the
WAITING state and another task cancels the WAITING state.

o Idling task (idle)
The lowest-priority task in the system. This sample application simply performs an infinite
loop.

The idling task is assigned to the kernel domain.
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The following application is specialized for simulator use.

e Monitor (monitor)

This application displays the response to the input by the user in the simulated I/O window of
the simulator. Various monitoring operations such as status reference to kernel objects are
available through commands.

The monitor task is assigned to the kernel domain.
The following programs are provided as system applications.

e Memory access violation handler
e System down routine
e CPU exception handler

e Interrupt and exception hook routine
In this sample system, the standard library functions are included.

Figure 11.3 shows the directory structure under samples\.
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=I5 samples
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(5 dom2
(5 dom3
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{5 domb
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{2 manitor
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+- ) sh73180
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I =v=app

Figure 11.3 Directory Structure under samples\

(1) dom1\
Contains the sample source code for domain 1.
(2) dom2\
Contains the sample source code for domain 2.
(3) dom3\
Contains the sample source code for domain 3.
(4) dom4\
Contains the sample source code for domain 4.
(5) dom5\
Contains the sample source code for domain 5.
(6) idle\
Contains the idling task.
(7) include\
Contains the common header files used in the sample system.
(8) stdlib\
Contains the source code necessary to include the standard library.
(9) sysapp\
Contains the system application files.
(10) shnnnn\

Contains the sample source code, configurator files, and HEW workspaces and projects

specialized for the SHnnnn microcomputer.
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11.3.2  Lists of Kernel Objects
The following shows lists of the kernel objects used in this sample system.

Table 11.1 Tasks

Classifi- Creation and
cation ID Function Name Initiation Priority Remarks
dom1 ID_DOM1_MAIN #2 DOM1_Main() Created and initiated 5

by configurator

Assigned dynamically *' DOM1_Input() Created and initiated 6

by DOM1_Main
Assigned dynamically *' DOM1_Output()  Created and initiated 7
by DOM1_Main
dom2 ID_DOM2_MAIN #2 DOM2_Main() Created and initiated 10
by configurator
dom3 ID_DOM3_Main *2 DOM3_Main() Created and initiated 8
by configurator
dom4 ID_DOM4_Main *2 DOM4_Main() Created and initiated 15
by configurator
dom5 ID_DOMS5_Main *2 DOM5_Main() Created by 9
configurator *°
Assigned dynamically *' DOM1_Sub() Created and initiated 10
by DOM5_Main
Idling task ID_IDLETASK(20) IdleTask() Created and initiated 20
by configurator
Monitor ID_MONITOR(19) MonitorTask() Created and initiated 1 Only when
by configurator simulator is used

Notes: *1 Automatically assigned through the acre_tsk service call.
*2 Automatically assigned by the configurator.
*3 It is only created but is not initiated with the settings at shipment.

Table 11.2 Semaphore

Classification ID Creation

domb5 Assigned dynamically * Created by DOM5_Main

Note: * Automatically assigned through the acre_sem service call.
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Table 11.3 Data Queue

Classification ID Creation

dom5 Assigned dynamically * Created by DOM5_Main

Note: * Automatically assigned through the acre_dtq service call.

Table 11.4 Mailboxes

Classification ID Creation Remarks
dom1 Assigned dynamically *'  Created by DOM1_Main
dom2 ID_DOM2_MBX *2 Created by configurator Only when the memory object

protection function is not selected

Notes: *1 Automatically assigned through the acre_mbx service call.
*2 Automatically assigned by the configurator.

Table 11.5 Mutexes

Classification ID Creation Remarks

stdlib ID_MTX_MALLOC(1) Created by configurator

stdlib ID_MTX_STRTOK(2) Created by configurator

stdlib ID_MTX_FILETBL(3) Created by configurator Only when the simulator is used
stdlib ID_MTX_STDIO(4) Created by configurator Only when the simulator is used

Table 11.6 Fixed-Size Memory Pool

Classification ID Creation

dom1 Assigned dynamically * Created by DOM1_Main

Note: * Automatically assigned through the acre_mpf service call.

Table 11.7 Variable-Size Memory Pool

Classification ID Creation Remarks

dom1 ID_DOM2_MPL * Created by configurator Only when the memory object
protection function is not selected

Note: * Automatically assigned by the configurator.
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Table 11.8 Protected Memory Pool

Classification ID Creation Remarks

dom2 ID_DOM2_MPP * Created by configurator Only when the memory object
protection function is selected

Note: * Automatically assigned by the configurator.

Table 11.9 Protected Mailbox

Classification ID Creation Remarks

dom2 ID_DOM2_MBP * Created by configurator Only when the memory object
protection function is selected

Note: * Automatically assigned by the configurator.

Table 11.10 Interrupt and CPU Exception Handlers

Interrupt or

Exception Code Function Name Definition Remarks
H'OEOQ exception_handler() in Defined by Instruction address error
samples\sysapp\exchdr.c configurator Data address error (read)
H'100 Defined by Data address error (write)
configurator
H'180 Defined by General illegal instruction

configurator

exception

H'1A0 Defined by Slot illegal instruction
configurator exception
H'E0O MonitorWakeup() in Created by Interrupt for initiating the
samples\monitor\monitor.c MonitorTask monitor (specialized for
simulator use)
CFG_TIMINTNO  _kernel_tmrint() in Defined by Standard timer driver

samples\shnnnn\kernel\knl_side\tmrdrv.c  configurator

For static memory objects, refer to the following.

Reference: Section 11.15.4, Memory Map and Static Memory Objects
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11.3.3  Task Exception Processing
This sample system uses the task exception processing function of the kernel.

A task exception processing routine is defined for each task, and when a CPU exception such as
access violation occurs, a task exception processing is requested to the task. The address accessed
illegally (TEA register value) is used for the task exception request pattern. Note that address 0 is
handled as task exception request pattern H'ffffffff because O is not allowed for a pattern.

The task exception processing routine for each task suspends the processing that generated the
CPU exception.

A task exception is requested in the following handlers.

e Memory access violation handler (only when the memory object protection function is used)
(sysapp\mavhdr.c)

e CPU exception handler (sysapp\exchdr.c)
Only domain 4 generates an access violation exception in the sample system.

For details, refer to the related source codes.
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11.4  Sample Applications

Each sample application displays messages in the simulated I/O window by using printf() when it
is executed in the simulator. Other functions in the standard library are not used in the sample
applications.

11.4.1 User domain 1 (dom1)

The sample application with domain ID = 1, which performs data communications within a
domain by using a fixed-size memory pool and a mailbox.

The main task creates an input task and an output task.

The input task acquires a memory block from a fixed-size memory pool, creates a message in the
memory block, and sends it to a mailbox.

The output task receives data from the mailbox and returns the message area to the fixed-size
memory pool.

The sample application uses the following kernel objects.

e Main task (DOM1_Main() in dom1_main.c)
The first task to be executed in domain 1. It is created and initiated by the configurator.
e Input task (DOM1_Input() in dom1_input.c)
It is created and initiated by the main task.
e OQutput task (DOM1_Output() in dom1_output.c)
It is created and initiated by the main task.
o Fixed-size memory pool and mailbox

They are created by the main task.

11.4.2 User domain 2 (dom2)

The sample application with domain ID = 2, which performs data communications between
domains.

When the memory object protection function is selected, this sample application uses a protected
memory pool and a protected mailbox. When the memory object protection function is not
selected, it uses a variable-size memory pool and a mailbox.
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The main task receives a message from a protected mailbox or the mailbox and returns the
message area to a protected memory pool or a variable-size memory pool.

The sample application uses the following kernel objects.

e Main task (DOM2_Main() in dom2.c)
It is created and initiated by the configurator.

e Protected memory pool and protected mailbox (when the memory object protection function is
used)

They are created by the configurator.

e Variable-size memory pool and mailbox (when the memory object protection function is not
used)

They are created by the configurator.
11.43 User domain 3 (dom3)
The sample application with domain ID = 3, which sends data to user domain 2.

When the memory object protection function is selected, this sample application acquires a
memory block from the protected memory pool in domain 2, creates a message in the memory
block, and sends it to the protected mailbox in domain 2.

When the memory object protection function is not selected, the sample application acquires a
memory block from the variable-size memory pool in domain 2, creates a message in the memory
block, and sends it to the mailbox in domain 2.

The sample application uses the following kernel object.
e Main task (DOM3_Main() in dom3.c)
It is created and initiated by the configurator.
11.44  User domain 4 (dom4)
The sample application with domain ID = 4, which intentionally accesses an illegal address.

When the memory object protection function is selected, this illegal access is detected and the
memory access violation handler requests a task exception. After that, a task exception processing
routine is initiated and the instruction that caused the access violation will not be executed again.

The task exception processing routine restarts the current task so that an access violation exception
is generated again.
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The sample application uses the following kernel object.
e Main task (DOM4_Main() in dom4.c)
It is created and initiated by the configurator.

11.4.5 User domain 5 (dom5)

The sample application with domain ID = 5, which generates the WAITING state and cancels it by
using various kernel functions.

The main task creates a sub-task, and then issues the following service calls to shift the main task
to the WAITING state.

e slp_tsk
e wai_sem
o wai_flg
e rcv_dtq

The sub-task issues the following service calls to cancel the WAITING state of the main task.

e wup_tsk
e sig_sem
o set flg

e psnd_dtq

The sample application uses the following kernel objects.

e Main task (DOMS5_Main() in dom5.c)

It is created by the configurator but cannot be initiated with the settings at shipment. To initiate
it, enter the ACT or STA command through the monitor or make appropriate settings in the
application or configurator.

e Sub-task (DOMS5_Sub() in domS5.c)
It is created and initiated by DOMS5_Main.
e Semaphore, event flag, and data queue
They are created by DOMS5_Main.
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11.5  System Applications

11.5.1  System Down Routine (sysapp\sysdwn.c)
A system down routine (_kernel_sysdwn()) must always be included in the kernel.
The sample system down routine simply performs an infinite loop.

Reference: Creating system down routine -> Section 8.10, System Down Routine

11.5.2 Memory Access Violation Handler (sysapp\mavhdr.c)

To use the memory object protection function, a memory access violation handler
(_kernel_mavhdr()) must be included in the kernel.

When access violation is generated in a task context, the sample memory access violation handler
requests a task exception to that task (through service call iras_tex). When access violation is
generated in a non-task context, the handler makes the system go down.

When the memory object protection function is not used, an empty object code is created for this
handler through conditional compile.

Reference: Creating memory access violation handler -> Section 8.9, Memory Access Violation
Handler

11.5.3  CPU Exception Handler (sysapp\exchdr.c)

The sample system defines exception_handler() in exchdr.c as the CPU exception handler for the
following exception codes.

e Exception code H'OEO: Instruction address error or data address error (read)
e Exception code H'100: Data address error (write)
e Exception code H'180: General illegal instruction exception

e Exception code H'1 AQ: Slot illegal instruction exception

When an exception is generated in a task context, exception_handler() requests a task exception to
that task (through service call iras_tex). When an exception is generated in a non-task context, the
handler makes the system go down.

Reference: Creating CPU exception handler -> Section 8.8, CPU Exception Handler
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11.5.4  Interrupt and Exception Hook Routine (sysapp\inthook.src)

Whether to use an interrupt and exception hook routine is specified through CFG_INTHOOK in
the configurator. This sample system specifies that the hook routine is used.

However, this sample hook routine does not perform any processing and simply returns control.

Reference: Creating interrupt and exception hook routine -> Section 8.5, Interrupt and Exception
Hook Routine
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11.6  CPU-Dependent Processing

The source codes for the CPU-dependent processing shown below are stored in
samples\shnnnn\kernel\knl_side\.

11.6.1 Standard Timer Driver (tmrdrv.c)

A sample code of the standard timer driver for the timer module (generally, the TMU) in the target
microcomputer is provided.

Reference: Creating standard timer driver -> Section 9, Standard Timer Driver

11.6.2  CPU Reset Processing
The following files are provided for the CPU reset processing.

e reset.src
e resetprg.c

e init_ mmu.c

reset.src is the first program to be executed immediately after a CPU reset, which is written in the
assembly language. It initializes the stack pointer and bus state controller, then calls
PowerON_Reset_PC() in resetprg.c.

PowerON_Reset_PC() initializes the MMU (InitializeMMU() in init_mmu.c) and cache, then start
the kernel through the vsta_knl service call. After the vsta_knl call, execution does not return to
the reset processing.

In general systems, these files should be modified according to the target environment.
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11.7  Standard Library Functions and Runtime Routines

11.7.1  Overview

The standard library functions and runtime routines are output to a single library file created by the
standard library generator. In other words, in general systems, the library file must be linked and
initialized in every linkage unit.

However, in this kernel, the standard library created by the standard library generator is only
linked to the kernel load module (knl_side) and it does not need to be linked to the other linkage
units so that the system can be built with multiple linkage units. To be more specific, the library
functions necessary for the target system should be selected in advance, and only those library
functions should be embedded in the kernel load module (knl_side). In the other linkage units, the
addresses of the referenced library functions are determined according to the symbol file that is
output at kernel load module creation.

For runtime routines, this method cannot be applied because necessary runtime routines are
determined when programs are compiled. A library specialized for runtime routines should be
created (runtime.lib) and linked to each linkage unit.

11.7.2  Selecting Necessary Standard Library Functions
stdlib\select.c selects the necessary library functions to be included in the system.

Only the selected functions are extracted from the library created by the standard library generator
and embedded in the kernel load module.
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Figure 11.4 Embedding Standard Library Functions

11.7.3  stdio.h

This sample only supports "stdin", "stdio", and "stderr” when the simulator is used. They are used
for input/output interface with the simulated I/O window in the simulator.

Input from "stdin" is polled within low-level interface routine charget() (samples\stdlib\lowsrc.c),
and therefore, execution of every program stops until an input is detected.

When the simulator is not used, the sample does not support stdio.h.

11.7.4  Kernel Objects to be Used

The mutexes with the following ID numbers, which are created by the configurator, are used in the
sample.
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(1) ID_MTX_MALLOC(1)

This mutex is necessary when the standard library functions are generated as a reentrant library.
It is used for exclusive control for the malloc-type functions.

This ID number is determined according to the specifications of the standard library generator.
(2) ID_MTX_STRTOK(2)

This mutex is necessary when the standard library functions are generated as a reentrant library.
It is used for exclusive control for the strtok() function.

This ID number is determined according to the specifications of the standard library generator.
3) ID_MTX_FILETBL(@3)

This mutex is necessary when the standard library functions are generated as a reentrant library.
It is used for exclusive control for the __iob file table.

This ID number is determined according to the specifications of the standard library generator.

When the simulator is not used, the sample does not support stdio.h and so does not use this
mutex.

4) ID_MTX STDIO4)

In the sample system, this mutex is locked and unlocked on a line-by-line basis so that the
input/output through the simulated I/O window does not become disordered.

When the simulator is not used, the sample does not support stdio.h and so does not use this
mutex.

11.7.5 Functions Necessary to Use Standard Library Functions
The following functions must be implemented to use the standard library functions.

e Function for initializing library functions

o Low-level interface routines

These functions are implemented in stdlib\lowsrc.c.
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_INITLIB() is the initialization function.

_INITLIB() is defined as an initialization routine by the configurator.

11.7.6  Customizing Environment Settings for Standard Library Functions

The following section in samples\include\lowsrc.h should be modified as required.

/****************************************************************************

* User setting

****************************************************************************/

#ifdef SIM

#define SIM_IO 4 /* Simulated I/O system call address */ <-(1)
#endif

#define IOSTREAM 3UL /* Number of I/O Stream*/

#define HEAPSIZE 8192UL /* for malloc() */ <-(2)

#define HEAPSIZE X 1024UL /* for mallox X() */ <-(3)

#define HEAPSIZE Y 1024UL /* for mallox Y() */ <-(4)

#ifdef _REENTRANT
#define MAXTSKID 20 /* Define maximum task ID which uses standard library */ <-(5)
#define TMOUT 300000L /* Timeout when cannot lock mutex. */ <-(6)

#endif

(1) The address of the system call to the simulator, which is used for I/O simulation.

(2) The heap size used by malloc().

(3) The heap size used by malloc__X(). Note that malloc__X() is not supported with the initial
settings at shipment.

(4) The heap size used by malloc__Y(). Note that malloc__Y() is not supported with the initial
settings at shipment.

(5) When the standard library is generated as a reentrant library, specify here the value of
CFG_MAXTSKID that is set in the configurator.

(6) Specify this value when the standard library is generated as a reentrant library. This value is
the timeout period for locking a mutex by low-level interface routine wait_sem(). When
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TMO_FEVR(-1) is set, waiting state lasts forever. When TMO_POL(0) is set, polling is
specified.

11.7.7  Note on Standard Library Functions

When using a reentrant library, do not call library functions that use low-level routine wait_sem(),
such as printf() or malloc(), in a non-task context. If this is attempted, an error is returned from the
library function.

11.7.8  Section Initialization Function (_INITSCT())

A section initialization function should be prepared although it is not a standard library function.
The section initialization function clears the B sections to 0 and copies the data in the section that
is specified by the ROM support function of the linkage editor from ROM (D section) to RAM (R
section).

The standard library generator creates standard section initialization function _INITSCT() in the
library file. However, this _INITSCT() acquires information regarding the addresses and sizes of
B, D, and R sections from the tables created with the fixed section names (C$BSEC section and
C$DSEC section). Accordingly, when there are multiple sections to be initialized and they have
different access permissions, _INITSCT() can be executed only in the kernel domain.

To avoid this restriction, this sample system provides an original _INITSCT() function, which
acquires the section initialization information as parameters.

_INITSCTY() is included in stdlib\initsct.c. For details about the interface specifications, refer to
the source code.

11.7.9 Runtime Routines
The runtime routines require section initialization as part of its initialization processing.
(1) Linkage unit other than knl_side

When runtime routines are required in a linkage unit other than knl_side, runtime.lib created by
runtime.hwp and common\init_runtime.c should be linked. init_runtime() in init_runtime.c works
as a section initialization function for runtime.lib.

init_runtime() must be executed first in the linkage unit.

In this sample system, init_runtime() is executed as follows.
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e env_side: init_runtime() is defined as an initialization routine by the configurator.

e app_domS5: init_runtim() is called at the start of the entry function (DOMS5_Main()) in domain
5.

(2) knl_side Linkage Unit

In knl_side, runtime routines are linked from stdlib.lib. Since section initialization for runtime
routines is also performed in _INITLIB(), there is no need to execute init_rintime.c.

11.8 Monitor

11.8.1 Overview

The monitor is a program that handles commands input by the user through the simulated I/O
window of the simulator. It only operates in the simulator and does not operate in the actual target
system.

The sample application uses the following kernel objects.

e Monitor task (the MonitorTask function in monitor.c)
It is created and initiated by the configurator.
e Monitor interrupt handler (the MonitorWakeup function in monitor.c)

It is defined by the monitor task.

The monitor uses standard library functions.

11.8.2 Monitor Operation

After the system is started, the monitor task is initiated and a startup message appears in the
simulated I/O window. Then, the monitor task enters the WAITING state, in which no commands
can be input.

To make the monitor ready for command input, generate an interrupt with interrupt code H'FEOQ. In
the HEW debugging session configured at shipment, this interrupt is assigned to a trigger button;
click this button to shift the monitor to the command input waiting state.

In command input waiting state, a prompt, "MON>", appears on the simulated I/O window.

The monitor locks mutex ID_MTX_SIMIO while waiting for command input or processing a
command; during this period, input and output to the simulated I/O window by other tasks is
inhibited.
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Entering the Q command makes the monitor unlock ID_MTX_SIMIO and shifts the monitor back
to the interrupt waiting state.

System startup
»l« Monitor Interrupt
Interrupt waiting state l,< > | Command input waiting state

Q command

Figure 11.5 Monitor State Transition

11.8.3  Changing Monitor Interrupt

To change the interrupt number, modify the following section in monitor.h.

/****************************************************************************
* User setting
****************************************************************************/

/*** Please define interrupt number to wake-up monitor ***/

#define INTNO MONITOR 0xfeOUL <- Change to a new interrupt number.

To set up a trigger button, select [Setting...] from the popup menu in the [Trigger] window to open
the [Trigger Setting] dialog box and set the following conditions in the dialog box.

e Interrupt Type: INTNO_MONITOR value shown above
e Priority: A value within the range from 1 to CFG_KNLLVL
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Figure 11.6 Trigger Setting Dialog Box

11.8.4  Monitor Commands
Commands should be input in the following syntax.

MON> <commands> [A<parameterls> A<parameter2s>...]

The detailed syntax for each command can be displayed by entering "?A<command>".
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Command Function

TSK Displays the state of a task

ACT Initiates a task (through service call act_tsk)

STA Initiates a task (through service call sta_tsk)

TER Forcibly terminates a task (through service call ter_tsk)
SEM Displays the state of a semaphore

FLG Displays the state of an event flag

DTQ Displays the state of a data queue

MBX Displays the state of a mailbox

MTX Displays the state of a mutex

MBF Displays the state of a message buffer

MPF Displays the state of a fixed-size memory pool
MPL Displays the state of a variable-size memory pool
TIM Displays the current system clock time

CYC Displays the state of a cyclic handler

ALM Displays the state of an alarm handler

OVR Displays the state of an overrun handler

MPP Displays the state of a protected memory pool
MBP Displays the state of a protected mailbox

RSP Displays the state of a resource pool

SYP Displays the state of a system pool

MEM Displays the state of a memory object

PRB Checks the access permission for a memory area
? Displays the help information

Q Returns the monitor to the interrupt waiting state
Notes:

(1) For input as a parameter, a value with prefix "0x" is handled as hexadecimal, and a value
without a prefix is handled as decimal.

(2) The backspace key is ignored.
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11.9 HEW Workspaces and Projects

11.9.1 Overview

The samples\shnnnn\ directory contains HEW workspaces and projects for creating load modules,
in addition to the SHnnnn microcomputer-dependent source codes.

This sample system uses two workspaces to generate three load modules in the absolute address
format.

One workspace is samples\shnnn\kernel\kernel.hws, which generates load modules for the kernel,
and another workspace is samples\shnnnn\app_dom5S\app_dom5.hws, which generates a load
module containing domain 5 only.

Figure 11.7 shows the relationship between the workspaces and projects.
kenrel.hws contains the following projects.

e knl_side.hwp

It generates a load module on the kernel side. The items contained in this load module are
shown in figure 11.7.

e knl_side_sym.hwp
It generates an object of the symbol file for the load module on the kernel side. The symbols
on the kernel side can be referred to by inputting this object during linkage of other units.

e env_side.hwp
It generates a load module on the kernel environment side. The items contained in this load
module are shown in figure 11.7.

e runtime.hwp
It generates a library which contains runtime routines only. This library should be linked
during linkage of units other than knl_side. When using this library, link
common\init_runtime.c so that init_runtime() in init_runtime.c is executed first.

app_domS5.hwp is the only project contained in app_dom5.hws. This project generates a load
module which contains domain 5 only.
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kernel.hws

eknl_side.hwp

e Selected standard library functions
e Monitor

¢ |dling task

e System down routine

e Memory access violation handler

e CPU exception handler

e Interrupt and exception hook routine
e Standard timer driver app_dom5.hws
e Kernel library

e Cache support functions
e Necessaryruntime routines .
senv_side.hwp

edom5
knl_side.abs knl_side fsy e init_runtime.c 4
I
' / | app_dom5.abs
eknl_side_sym.hw L H / PP_ i 4J
knl_side_sym.obj

/

eenv_side.hwp
edoml~dom4

e init_runtime.c +
i env_side.abs I

sruntime.hwp |

oRuntimeoutines|->| runtime.lib ]

Figure 11.7 Configuration of HEW Workspaces and Projects ¢ o=

11.9.2  Structure of Workspace Directories

This version (V.1.01) of product provides the shrnnn directories shown in table 11.11. When the
target microcomputer is not shown in the table, select the microcomputer that is closer in function
to the target microcomputer and modify the contents of its directory as necessary.

The microcomputer-dependent source codes are stored in samples\shrnnnn\kernel\knl_side\.

624
RENESAS




Table 11.11 shnnnn

Version of HEW (Compiler Package)

shnnnn CPU Core Microcomputer Used for Workspace Creation
sh73180 SH4AL-DSP SH73180 4.00.02 (9.00, Release 03)
sh7343 SH4AL-DSP SH7343 4.00.02 (9.00, Release 03)
(with extended
functions)
sh7780 SH-4A SH7780 4.00.02 (9.00, Release 03)
sh7785 SH-4A SH7785 4.00.02 (9.00, Release 03)
(with extended
functions),

Figure 11.8 shows the directory structure under samples\shnnnn\.
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=I5 app_domb <- app_dom5.hws workspace directory
=-C7) app_damb <- app_dom5.hwp project directory

=) noprat <- "noprot" configuration directory
|5 noprat_sim - < "noprot_sim" configuration directory
5 prot <- "prot" configuration directory
) prot_gim <- "prot_sim" configuration directory
=5 config_out <- Directory for configurator output files
[5) noprot <- For "noprot" configuration
|5 noprot_zim <- For "noprot_sim" configuration
) prot <- For "prot" configuration
() prot_sim <- For "prot_sim" configuration
=) kernel <- kernel.hws workspace directory
=3 env_side <- env_side.hwp project directory
[ noprat <- "noprot" configuration directory
|5 noprat_sim  <- "noprot_sim" configuration directory
[5) prot <- "prot" configuration directory
[5) prot_zim <- "prot_sim" configuration directory
=) kernel_out <- Directory where kernel.hws outputs files to be open externally
|y nopraot <- For "noprot" configuration
| noprot_zim  <- For "noprot_sim" configuration
|y prot <- For "prot" configuration
[ prot_=im <- For "prot_sim" configuration
=3 knl_zide <- knl_side.hwp project directory, CPU-dependent source
| noprot <- "noprot" configuration directory
|5 noprot_zim  <- "noprot_sim" configuration directory
| prot <- "prot" configuration directory
() prot_sim <- "prot_sim" configuration directory
=15 knl_side_sym <- knl_side_sym.hwp project directory
| noprot <- "noprot" configuration directory
|5 noprot_sim  <- "noprot_sim" configuration directory
| prot <- "prot" configuration directory
[ prot_zim <- "prot_sim" configuration directory
=) runtime <- runtime.hwp project directory
| noprot <- "noprot" configuration directory
|2 noprot_zim  <- "noprot_sim" configuration directory
| prot <- "prot" configuration directory
(5 prot_sim <- "prot_sim" configuration directory

Figure 11.8 Directory Structure under samples\shnnnn\
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kernel\knl_side\ contains the following sample source codes for the respective microcomputer.

e reset.src, resetprg.c, init_mmu.c: CPU reset processing

e tmrdrv.c: Standard timer driver

11.9.3 HEW Build Configuration and Directories for Configurator Files
For all projects, a set of HEW configurations of the same names are provided.

Since the configurator settings are related to the HEW configuration, the configurator file (with
extension hcf) and its output file for each HEW configuration are also stored in the directory with
the same name as the respective HEW configuration under shnnnn\config_out\. In each project,
the configurator output directory for each configuration is specified by using HEW placeholder
"$(CONFIGNAME)" (configuration name).

Table 11.12 shows the differences between configurations.

Table 11.12 HEW Configurations

Memory Object Simulated I/0
Configuration  Protection Window and Monitor Memory Map *'

noprot Not used Not used Memory map suitable for
download to RAM on the board

noprot_sim ** Not used Used Memory map suitable for
storing in ROM

prot Used Not used Memory map suitable for
download to RAM on the board

prot_sim * Used Used Memory map suitable for
storing in ROM

Notes: *1 For details, refer to section 11.15, Memory Allocation.

*2 This configuration is not provided for sh7780 (for the SH7780 microcomputer) in V.1.00,
Release 00.

In the "prot_sim" and "noprot_sim" configurations, which are configurations for use with the
simulator, "-def = SIM" is specified as a compiler option. samples\stdlib\lowsrc.c is compiled
according to this condition as shown in table 11.13.
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Table 11.3 Difference Due to "-def = SIM' Option

"-def = SIM" Support of stdio.h

Specified Only "stdin", "stdout", and "stder" are supported. They are used as
input/output interface with the simulated 1/0O window of the simulator.

Not specified Not supported.

In common header samples\include\sim_printf.h, sim_printf() used in each domain is defined as
printf() when "-def = SIM" is specified, or defined as a null statement when "-def = SIM" is not
specified.

11.94 Moving HEW Workspaces

HEW workspaces must be moved with keeping the directory structure under the kernel installation
directory.

In the sample workspaces, the locations of the files, such as include files or library files, and
directories are specified in relative paths (HEW placeholders) within the range under the kernel
installation directory.

11.9.5  Option Settings for Build
(1) Common Options for All Projects

Refer to the following compiler user's manual and make the same settings for necessary options
for all projects.

Section 9.4.3, Important Information on Program Development, in SuperH™ RISC engine C/C++
Compiler, Assembler, Optimizing Linkage Editor (Compiler Package V.9.00) User's Manual

(2) Include Paths

The following paths must be specified as include paths. At shipment, they are specified with the
paths relative to placeholder $(WORKSPDIR) (workspace directory).

e include\: Contains the standard headers of the kernel, such as itron.h.
e samples\include: Contains the common headers used in the sample system.

¢ config_out\$(CONFIGNAME): Contains the configurator output files for the respective HEW
configuration.
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(3) Reentrant Library

When a standard library is created as a reentrant library, compiler option "-def = REENTRANT"
must be specified for the source codes that use the library functions. In this sample system, this
option is specified for all files.

(4) Configurations for Simulator (''prot_sim'' and '"'noprot_sim'")

Compiler option "-def = _SIM" is specified for the configurations for simulator use. For details,
refer to section 11.9.3, HEW Build Configuration and Directories for Configurator Files.

(5) Endian
Big or little endian is specified at shipment. Modify it as necessary.

The file names of the kernel library and cache support objects to be specified at knl_side linkage
differ according to endian. When modifying endian, change these file names together.

(6) Other Options

For the other option settings, refer to the settings in the sample project.
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11.10 knl_side.hwp Project in kernel.hws

11.10.1 Overview

This project generates the following files.

(1) Kknl_side.abs

This file is generated in kernel\knl_side\S(CONFIGNAME)\.

knl_side.abs contains the kernel library and cache support object files provided as part of the
HI7300/PX and the standard library functions.

(2) knl_side.fsy
This file is generated in kernel\knl_side\$(CONFIGNAME)\.

knl_side.fsy is an assembly-language source file, which defines the symbol addresses that are used
in knl_side.abs and open to the other linkage units. This file is assembled in the knl_side_sym.hwp
project and the resultant object file is linked to the other linkage units.
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samples\shnnnn samples\stdlib\

\kernel\knl_side\ —
S— _lowsrec | liblel
resetsrc m <3
— Kernel library
resetprg.c m (hiknl_??2 lib)
: (_(hiknl_???.lib)

init_mmu.c

— samples\moniton\ Cache support

S—

tmrdrv.c
Standard library
system\ samples\sysapp\ generator(bgsh)

kernel def.c

samples\idle\

(a

——

v v

Compiler, assembler, and linkage editor

i
i

knl_side.abs

Figure 11.9 Overview of knl_side.hwp

11.10.2 Source Files to Be Registered in Project
The following source files should be registered in the project.

(1) system\kernel_def.c: Always necessary

One of the configurator output files. It contains the kernel-side information.
(2) samples\sysapp\sysdwn.c: Always necessary

A system down routine. It is always necessary.

(3) samples\sysapp\mavhdr.c
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A memory access violation handler. It is necessary when the memory object protection
function is selected in the configurator. If this file is compiled when the memory object
protection function is not selected, an empty object file is generated.

(4) samples\sysapp\inthook.src

An interrupt and exception hook routine. It is necessary when use of an interrupt and CPU
exception hook is selected in the configurator.

(5) samples\sysapp\exchdr.c

A CPU exception handler. In this sample, this CPU exception handler is defined for exception
codes H'OEO, H'100, H'180, and H'1AO in the configurator.

(6) samples\shnnnn\kernel\knl_side\reset.src, resetprg.c, and init_mmu.c
Sample files for CPU reset processing.
(7) samples\shnnnn\kernel\knl_side\tmrdrv.c

A sample file for the standard timer driver. It is necessary when use of the standard timer
driver is selected in the configurator. If this file is compiled when use of the optimized timer
driver is selected, an empty object file is generated.

(8) samples\stdlib\lowsrc.c, select.c, and initsct.c

These files must be registered when the standard library is used.
(9) samples\monitor\monitor.c

This file must be registered when the monitor is used in the simulator.
(10) samples\idle\idle.c

An idling task file.

In addition, the symbols and sections of the objects for which [Kernel side] is specified in the
configurator must also be linked in this project.

11.10.3 Standard Library Generator Settings

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Standard Library] tab.

Select [Standard Library] for [Category:] and the category list shown in figure 11.10 appears.
Here, select the library functions that should be included in the library file output by the standard
library generator; that is, specify the functions selected in samples\stdlib\select.c. If all the
necessary functions are not specified here, an error is generated at linkage because the library
functions referred to in select.c cannot be found.
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Canfiguration : G/G++ | Assembly | Link/Library Standard Library | GPU | Deb 4| ¥ |

Iprot_sim LI

(LN G0 O S tandard Library

=G All Loaded Projects Al catesory
EI@ eny_gide : . -
D G zource file runtime : runtime routines -
L3 G4+ source file [Wlrew - Performs memory allocation and deallocation

| P.ssembly sOUrce file wictvpeh : Handlez and checks characters
[Imatht : Performs numerical calculations such as trigonon
[ Imathfh : Performs numerical calculations such as trigonol

; [:l O zource file

& G il [J=tdareh : Supports access to variable areuments for funct
= el Fetedin b - Parfow e ian b fm et hadline b
&3 G/C++ -> Assembly ik Sty _»|_I
L3 Assembly source file .
H-[C] Linkage symbol file Enable all | Digable all |
= knl_side_sym
F- Azsembly source file— Options Standard Library :
-2 Linkage symbol file —opu=shdaldzp —output="${CONFIGDIR#=td]ib.lib” -
..... =1 rintime -zection=program=PUCM_STOLIB.const=CUCGM_STDLIE data=D —
4| | B UGM_STOLIB bes=BUGM_STOLIE -nofloat —reent —ebr=auto |

ITI Cahicel |

Figure 11.10 Standard Library Generator Settings ([Standard Library] Category)

Next, select [Object] for [Category:] and the object setting items shown in figure 11.11 appears. In
usual operation, select [Generate reentrant library].
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andard Toalchain

Configuration :

Iprot_sim LI
=3 All Loaded Projects =]
=G env_side

-2 G source file

EJ[@

- [:l O gource file

L3 G4+ source file

[0 CAG+ =» dzzembly
L3 Assembly source file
H-[C] Linkage symbol file
= knl_side_sym

F- Azsembly source file—
I 120 Linkage symbol file

----- =] rimtime
4| | B

G/G++ | Assembly | Link/Library Standard Library |GPU | Deb 4] |

Categary :

¥ Simple IO function . Details.. |

[ Generate reentrant library

Cutput file path :

r$(OONFIGDIFO¥stdIib.Iib Modify.. |

Cptiong Standard Library
—opu=shdaldzp —output="${CONFIGDIR#=td]ib.lib” ﬂ

—zection=program=PLUCGM_STOLIBconst=CUGM_STDLIE,data=D
UCGM_STDLIE bee=BUGM STOLIE —nofloat —reent —ebr=auta

ITI Cancel |

Figure 11.11 Standard Library Generator Settings ([Object] Category)

Then, click the [Details...] button to open the dialog box shown in figure 11.12.
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Object details

Code generation | Gode generation? |

Section :

Program section (P

|F‘L|GM_STDLIEI Store string data in:

C ; Conzt section
Divizion sub-options :

I Default ;I

[T Use e BRI etructions

Alien labelz after unconditional branches
16/32bvte boundaries :

I More ;I

[

[ o 1]

Cancel

Figure 11.12 Standard Library Generator Settings ([Object details] Dialog Box)

In the [Section:] group box, specify the section names for the standard library functions as shown

below. These names are also specified by #pragma section statements in the source files in
samples\stdlib\. When changing the section names specified in this dialog box, also modify the

respective names in the source files.

[Program section (P)]: PUCM_STDLIB
[Constant section (C)]: CUCM_STDLIB
[Initialized data section (D)]: DUCM_STDLIB
[Uninitialized data section (B)]: BUCM_STDLIB
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11.10.4 Linkage Editor Settings

(1) Specifying Kernel Library

Be sure to link either one of the following kernel library files, which are stored in lib\elf\.

$(WORKSPDIR)\..\..\. \lib\elf\hiknl_big.lib: For big endian.
$(WORKSPDIR)\..\..\. \lib\elf\hiknl_little.lib: For little endian.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Link/Library] tab.

Select [Input] for [Category:] and [Library files] for [Show entries for:], then specify the kernel
library as shown in figure 11.13.

SuperH RISGC eneine Standard Toolchain

Configuration :

Iprnt_sim j
EI--'@ All Loaded Projects -
EII@ ehv_zide

- G =ource file

[:l Ci++ zaurce file
[:l Azzembly zource file
I:I Linkage =ymbal file
EIIE knl_side
&1 G source file

D G+ zource file

E-[00 GAG++ - Azsembly
[:l Azzembly source file
[:I Linkage =vmbol file
[—]I@ knl_side_sym

- 123 Aszembly source filed
- |27 Linkage symbol file

] riedime I _IJ
3

GG+ | Aszembly  Link/Library |Standard Library | GPU | Deb | » |

[

Category : IInput

Show entries far

FOMDRKSPOIRME ¥ ¥ ¥lib¥elf¥hikn bie lib Add..

Igert.

F{emnve

ilil

T

=
3

[~ Use entry point : Prelinker cantml :

I IP.utU

Optionz Link/Library :

—-define=_kernel_syemt=080030000 -noprelink
-rom=0DUCM_STOLIB=RUCM STOLIE, DSCGP_MOMN=FSCP_ MON

1| -nomessage ~list="$CONFIGDIR)¥EPROJECTHAME) map”
Ok I Cancel I
Figure 11.13 Linkage Editor Settings (Specifying Kernel Library)
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(2) Specifying Cache Support Object File

To embed the cache support functions in the system, a cache support object file must be input
through the linkage editor. Cache support object files are stored in lib\elf\.

e  $(WORKSPDIR)\..\..\. \lib\elf\cache_sh4a_big.rel: For the SH-4A/SH4AL-DSP in big endian.

e  $(WORKSPDIR)\..\..\.\lib\elf\cache_sh4a_little.rel: For the SH-4A/SH4AL-DSP in little
endian.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Link/Library] tab.

Select [Input] for [Category:] and [Relocatable files and object files] for [Show entries for:], and
specify the cache support object file as shown in figure 11.14.

SuperH RISGC eneine Standard Toolchain

Configuration : OfO++| fzzembly Link./Library |Standard Libraryl GPU | Db 4 | ’I
Iprnt_8|m j Category : IInput LI
EI--'@ All Loaded Projects - S exires G -
=3 env_side o
D O zoures file Felocatable files and object
-3 G+ source file FOMDRKSPOIFDE. ¥ ¥ ¥lib¥eli¥cache shda biere Add.
H-C1] Assembly source file
I:l Linkage svmbal file lns;rt
I:—]l@ knl_side F{emnve
&1 G source file
D C++ zource file il il
[0 GATH++ = Bezembly 1] | _’I Up Do
-1 Aesembly source file [~ Usze entry paint : Prelinker contral :
-1 Lirkage symbol file | I_P.utu |
[—]I@ knl_side_sym
- 121 Assembly source file— Options Link./Library :
- |27 Linkage symbol file —-define=_kernel_syemt=080030000 -noprelink -
] rntime -rom=0DUCM_STOLIB=RUCM STOLIE, DSCGP_MOMN=FSCP_ MON
1] | L|J -nomessage - list="$ICONFIGDIR)ES(PROJECTHAMED map” ﬂ

QK I Cancel I

Figure 11.14 Linkage Editor Settings (Specifying Cache Support Object File)
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(3) Settings for Initialized Data Sections

If an object to be linked includes an initialized data section (D section), [ROM to RAM mapped
sections] (generation of R sections) must be specified in the linkage editor.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Link/Library] tab.

Select [Output] for [Category:] and [ROM to RAM mapped sections] for [Show entries for:].

The following initialized data sections are included in the configuration at shipment.

e DSCP_MON (monitor) (only for the "prot_sim" and "noprot_sim" configurations)
e DUCM_STDLIB (standard library)

SuperH RISC eneine Standard Toolchain

Configuration :

Ipru:ut_sim LI
E--@ All Loaded Projects =
L:_HE env_zide

H-[0 G source file
[:l G+ zource file
[:l Azzembly source file
[:I Llnkage zymbol file
= @ knl_s
I 23 O zaurce file

F-[3 G+ source file

B0 GAG+H > Assembly
[:l Azzembly zource file
I:l Linkage svmbal file
I:—]l@ knl_side_sym

G- 121 Aszembly source file_|
- -[23 Linkage symbal file

] pmtime _I_I
*

J |

G/C++ | Assembly Link/Library |Standard Library | GPU | Deb4 ]

Category : IOutput ;I
Twpe of output file : ISt}fpe via abzolute ;I
Data record header : Ir-.lnne _I INone ;I
Debue information : IIn output load module ;I

Show entries far

Rom [ Ram | Add..
DUGM_STOLIE RUGM STOLIE
DSGF MON RSGF MON i

Options Link/Library :
~define=_kernel_sysmt=030030000 -noprelink ﬂ
-

~rom=DUCM_STOLIB=RUCGM STOLIB,DSCP_MOMN=RSCP_MON
-nomessage —list=" $HICONFIGDIF)¥$ (PROJECTHNAME) map”

[ o ]

Cancel I

Figure 11.15 Linkage Editor Settings (Initialized Data Sections)
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(4) Output of Symbol Address File (knl_side.fsy)

Specify the sections that include symbols to be open to the linkage units other than knl_side; that
is, the following sections should be specified.

e PUC__hiintfc: Kernel service calls (always necessary)
e PSCP_hicac: Cache support functions
e PUCM_STDLIB: Standard library functions and section initialization function (_INITSCT())

The linkage editor generates assembly-language source file knl_side.fsy, which includes the
addresses for the externally defined symbols used in the sections specified here, and outputs it in
the directory where knl_side.abs is output ($(CONFIGDIR) in usual operation). This file is used in
knl_side_sym.hwp.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Link/Library] tab. Select [Section]
for [Category:] and [Symbol file] for [Show entries for:].

SuperH RISGC eneine Standard Toolchain

Configuration : OfO++| fizzembly  Links/Library |Standard Libraryl CPU | Debil_’l
Iprnt_8|m j Category : ISection LI
E@ il Loade;l TG = Show entries for © [SEEERIETS
EII@ enyv_gide <
#-[1 G source file PUG_hiintfc
[:l G+ zource file PGP hicac
[:l fzzembly source file PUCM_STOLIB
H-[Z] Linkage symbol file
Ell@ knl_side

&1 G source file

D C++ zource file

[0 GATH++ = Bezembly
-1 Aesembly source file
[:I Linkage =vmbol file
[—]I@ knl_side_sym

[:l Azzembly zource file_J Options Link./Library :
H-[C3 Linkage symbal file —-define=_kernel_syemt=080030000 -noprelink -
=] vntime x —rom=DUCM_STOLIE=RUCGM STDLIB DSCP_MOMN=FRSCGP_MON
1] | B -homeszage -list="$ICONFIGDIRSPROJECTNAME map® =

QK I Cancel I

Figure 11.16 Linkage Editor Settings (Symbol Address File Output)
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(5) Defining _ kernel_sysmt Address

__kernel_sysmt is the kernel information table generated on the kernel environment side
(env_side), and it indicates the start address of the PSCP_hisysmt section. The address where the
PSCP_hisysmt is to be allocated must be determined in advance while the system is designed, and
the determined address must be specified here.

Reference: Section 11.15.4 (2) (a), Section Block at Logical Address H'80030000
(CSCP_hisysmt, etc.)

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "knl_side" project in the left pane, then select the [Link/Library] tab.

Select [Input] for [Category:] and [Defines] for [Show entries for:].

SuperH RISC eneine Standard Toolchain

Cionfieuration : G/C++ | Assembly Link/Library |Standard Library | GPU | Debﬂ_’l
Ipru:ut_mm LI Category : IIn|:|ut ;I
E‘“@ All Loaded Projects | Show entries far :
EHE erv_zide E
D G zource file
(-0 G+ source file Diefine [ Tvpe [ Walue | Add..
#1-[] Assembly source file kernel_sysmt  Address 050030000

[:I Llnkage zymbol file - B Bemuve |
= l@ knl_s

I 23 O zaurce file
|20 G+ source file

[0 GAC++ = fizsembly

H-C1] Assembly source file [ Use entry point : Prelinker contral :

#1237 Linkage symbal file I I_P.utn ;I
EII@ knl_side_sym

- 121 Assembly source file__ Options Link/Library :

- -[23 Linkage symbal file

] pmtime
d I _’I_I

~ram=D1IGM STDLIB=RUCM STOLIB.DSCP MOM=RSCP MON
—romezzage —list=" HICONFIGDIRES (PROJEGTNAME) map”

QK I Cancel I

~define=_kernel_sysmt=030030000 -noprelink ﬂ
w

Figure 11.17 Linkage Editor Settings (__kernel_sysmt Address Definition)
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(6) Allocating Sections

For section allocation, refer to section 11.15, Memory Allocation.

11.10.5 Build Execution

When a build is executed, the knl_side.abs and knl_side.fsy files are created in
$(WORKSPDIR )\knl_side\$(CONFIGNAME)\.
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11.11 knl_side_sym.hwp Project in kernel.hws

This project creates object file knl_side_sym.obj for the symbol file that has been generated in
knl_side.hwp and outputs it in the directory having the same name as the configuration name
under kernel_out\. This object file is used to determine the addresses of the symbol references in
knl_side when linkage units other than knl_side are linked.

This project performs the following processing.

(1) knl_side_sym.obj that was generated at step (3) in the last build is deleted by DelFile.bat in the
project directory.

(2) knl_side.fsy that has been generated in
$(WORKSPDIR)\knl_side\$(CONFIGNAME)\ through knl_side.hwp is copied to a file
(knl_side_sym.fsy) in the project directory by CopyFile.bat which is also in the project
directory.

(3) The copied knl_side_sym.fsy file is assembled and resultant object file knl_side_sym.obj is
output in $(WORKSPDIR)\kernel _out\$(CONFIGNAME)\.
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11.12 runtime.hwp Project in kernel.hws

11.12.1 Overview

This project uses the standard library generator to generate library file runtime.lib, which contains
runtime routines only, and outputs it in the directory having the same name as the configuration
name under kernel_out. This project does not have source files.

runtime.lib is used to link runtime routines when linkage units other than knl_side are linked.

11.12.2 Standard Library Generator Settings

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "runtime" project in the left pane, then select the [Standard Library] tab. Select
[Standard Library] for [Category:], and select only the runtime routines as shown in figure 11.18.

Configuration : Standard Library |OF‘U | Debugeer | Toolchain Cption

t_zi = -
|pro e ;I (SEICLGTE =t andard Library

EII@ eny_gide ;I —Catesory :
-0 G source fils : _ -
[:' 4+ gource file Wlruntime : runtime routines -
#-[2] Assembly zource file Wlnew : Performs memory allocation and deallocation
-[27 Linkage symbal file [ ctwpeh - Handles and checks characters
EI@ knl_zide [Imathh : Performs numerical calculations such as trigonon
[:l G source f'le. [ Imathfh : Performs numerical calculations such as trigonal
- G+ source fils [ Jztdareh : Supports access to variable arguments for funci
[0 GG+ => Azsembly — ) . -
; tedic b - Pasfow e mmrt fondra ot band line
-] Aszembly source fils 4 i r 3

B Linkage symbol file

EI@ knl_side_sym Enable all | Dizable all |
I:l fzzembly zource file
-] Linkage symbal file Options Standard Library :

—oLtput= $('u'I.I'ORKSPDIF{J¥kerneI ot ICONFIGHAMERSPRO
< | [ | [ECTNAMENb"

..... & L —-cpu=chdaldzp j

0] % I Cancel |

Figure 11.18 Standard Library Generator Settings ([Standard Library] Category)
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Next, select [Object] for [Category:] and click the [Details...] button to open the dialog box shown
in figure 11.19.

Object details

Code generation | Gode generation? |

Section :

Program section (P

|F‘L|GM_RL|NTIME Store string data in:
Conzt section LI

Divizion sub-options :
I Default ;I

[T Use e BRI etructions

Alien labelz after unconditional branches
16/32bvte boundaries :

I More ;I

ITI Cancel I

Figure 11.19 Standard Library Generator Settings ([Object details] Dialog Box )
In the [Section:] group box, specify the section names for the runtime routines as shown below.

e [Program section (P)]: PUCM_RUNTIME

e [Constant section (C)]: CUCM_RUNTIME

o [Initialized data section (D)]: DUCM_RUNTIME

e [Uninitialized data section (B)]: BUCM_RUNTIME

Then, select [Object] for [Category:], click the [Modify...] button, and specify the output file path
as shown in figure 11.20 so that the runtime.lib file is output in
$(WORKSPDIR)\kernel_out\$(CONFIGNAME)\.
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DOutput file path

Belative to

Bivorkspace directory Cancel

Eile path :

fkernel_ outeF (COMFIGNAME#S (P RO JECTNAMEDlib

Figure 11.20 Standard Library Generator Settings ([Output file path] Dialog Box )

11.12.3 Build Execution

When a build is executed, $(WORKSPDIR)\kernel_out\$(CONFIGNAME )\runtime.lib is created.

11.12.4 Notes on Section Initialization

Refer to section 11.7.9, Runtime Routines.
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11.13 env_side.hwp Project in kernel.hws

11.13.1 Overview
This project generates env_side.abs in kernel\env_side\$(CONFIGNAME)\.

env_side.abs contains domains 1 to 4. In addition, knl_side_sym.obj to determine symbol
references in knl_side, runtime.lib to link runtime routines, and init_runtime.c to initialize runtime
routines are linked through this project.
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system\ samples\common\ kernel_out\$(CONFIGNAME)
Ty T

samples\dom 1\ samples\dom 2\ samples\dom 3\ samples\dom4\
oo o) || o)
=

doml_output.g

{

Compiler, assembler, and linkage editor

env_side.abs

Figure 11.21 Build Phases for env_side.hwp

11.13.2 Source Files to Be Registered in Project
The following source files should be registered in the project.

(1) system\kernel_cfg.c: Always necessary
One of the configurator output files. It contains the kernel environment-side information.
(2) samples\common\init_runtime.c

A function for initializing runtime routines (runtime.lib).
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(3) samples\dom1\dom1_main.c, dom1_input.c, and dom1_output.c
Sample files for domain 1.
(4) samples\dom2\dom?2.c
A sample file for domain 2.
(5) samples\dom3\dom3.c
A sample file for domain 3.
(6) samples\dom4\dom4.c
A sample file for domain 4.

In addition, the symbols and sections of the objects for which [Kernel side] is not specified in the
configurator must also be linked in this project.

11.13.3 Standard Library Generator Settings
runtime.lib generated through runtime.hwp in kernel.hws must be specified here.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "env_side" project in the left pane, then select the [Standard Library] tab.

Select [Mode] for [Category:], and specify kenrel_out\$(CONFIGNAME )\runtime.lib as shown in
figure 11.22.
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SuperH RISC eneine Standard Too

Configuration :

Iprnt_sim

EI--'@ All Loaded
- G =ource file

123 G++ zource file
123 Assembly source

EIIE knl_side
|:| G =ource file
B-[20 G++ source file

-2 Linkage symbal fil
[—]I@ knl_side_sym
-1 Aszembly source

] riedime
1] |

-1 Linkage symbal file

[ GAG+ = Azzembly
-1 Aesembly source file

ile

=

file

[:I Linkage symbol 1‘ih3_IJ
k

G/C++ | Assembly | Link/Library  Standard Library | GPU | Deb < *]

Category : IMDde LI
Maode IUSE at existing library file LI
Library file :

[FOWORESP DIRM¥kerne]_out¥l ICONFIGNAMED

Optionz Standard Library

]
I

QK I Cancel I

Figure 11.22 Standard Library Generator Settings (Specifying runtime.lib)
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11.13.4 Linkage Editor Settings

(1) Specifying knl_side.sym.obj

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "env_side" project in the left pane, then select the [Link/Library] tab .

Select [Input] for [Category:] and [Relocatable files and object files] for [Show entries for:], then
specify $(WORKSPDIR)\kernel_out\$(CONFIGNAME)\knl_side_sym.obj as shown in figure

11.23.

SuperH RIS

standard Toolchain

Configuration :

Iprnt_sim j
EI--'@ All Loaded Projects -
BRI e side

- G =ource file

[:l G+ zource file
[:l Azzembly zource file
I:l Linkage svmbal file
E-E knlside

&1 G source file

-0 G++ source file

B0 GAG++ > Azzembly

-1 Aesembly source file
[:I Linkage =vmbol file
[—]I@ knl_side_sym

#- Aszembly source il
[:I Linkage symbol file .

] riedime I _IJ
3

GG+ | Aszembly  Link/Library |Standard Library | GPU | Deb | » |

Category : IInput

Show entries far

FOWORKSPDIRNk erne |_out¥F ICONFIGMN AM XK Add.. |
Iizert
Eemoyve
2|+
1] | _’I D [DEwr
[ Use entry paint : Prelinker contral :
| IP.utU LI

Optionz Link/Library :

—-nioprelink -
—rom=0DUCM_DOMI=RICM_DOMT,DUCM_DOMZ=RUCGM DOM2,D
UM _DOM3=RUCGM_DOMS, DUCK_DOM4=RUZM_DOM4,DUCM R -

[ o 1

Cancel I
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Figure 11.23 Linkage Editor Settings (Specifying knl_side_sym.obj)
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(2) Settings for Initialized Data Sections

If an object to be linked includes an initialized data section (D section), [ROM to RAM mapped
sections] (generation of R sections) must be specified in the linkage editor.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "env_side" project in the left pane, then select the [Link/Library] tab.
Select [Output] for [Category:] and [ROM to RAM mapped sections] for [Show entries for:].
The following initialized data sections are included in the configuration at shipment.

e DUCM_DOMI (domain 1)
e DUCM_DOM?2 (domain 2)
e DUCM_DOM3 (domain 3)
e DUCM_DOM4 (domain 4)
e DUCM_RUNTIME (runtime.lib)

heine Standard Toolchain

Configuration : OfO++| fizzembly  Links/Library |Standard Libraryl CPU | Debil_’l
Iprnt_8|m j Category : IOutput LI
=5 All Loaded Projects - .
jﬁ @ — ’ — Tvpe of output file : IStype via absolute ;I

I 12 G source file Data record header : INDne ;l INune ;l
-3 G+ source file . .
510 Assembly sourcs file erug infor matian : IIn output load module LI
i Show entries for :

I:I Linkage =ymbal file
EIIE knl_side

ROM to R

Al mapped s

-] G =ource file

: _ Rom | Ram o Aidd..
% g;;ff“_feﬂf"e " DUGM_DOMT RLIGM_DOM —
ssembly DUGM_DOM2 RUGM_DOMZ = Modifs.. |
-0 Assembly source file DUGM_DOM3 RUGM_DOM3 -

-0 Linkage symbol fils 1 | HHHHHHHHHHHHHHHH | LI_I Bemave |

[—]I@ knl_side_sym
- 121 Assembly source file— Options Link./Library :

- |27 Linkage symbol file —-nioprelink -
=] vntime —rom=0DUCM_DOMI=RICM_DOMT,DUCM_DOMZ=RUCGM DOM2,D
1] | B UG _DOM3I=RUCM_DOM3 DUCHM_DOMA=RUCM_DOMA,DUCM_R -

ITI Cancel I

Figure 11.24 Linkage Editor Settings (Initialized Data Sections)
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(3) Allocating Sections

For section allocation, refer to section 11.15, Memory Allocation.

11.13.5 Build Execution

When a build is executed, $(WORKSPDIR)\env_side\$(CONFIGNAME)\env_side.abs is created.
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11.14 app_domS.hwp Project in app_domS.hws

11.14.1 Overview
This workspace shows an example of creation of a load module consisting of applications only.
This project generates app_domS5.abs.

app_domb5.abs contains domain 5. In addition, knl_side_sym.obj to determine symbol references
in knl_side, runtime.lib to link runtime routines, and init_runtime.c to initialize runtime routines
are linked through this project.

11.14.2 Source Files to Be Registered in Project
The following source files should be registered in the project.

(1) samples\common\init_runtime.c

A function for initializing runtime routines (runtime.lib).
(2) samples\dom5\dom5.c

A sample file for domain 5.
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11.14.3 Standard Library Generator Settings
runtime.lib generated through runtime.hwp in kernel.hws must be specified here.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "app_dom5" project in the left pane, then select the [Standard Library] tab.

Select [Mode] for [Category:], and specify
$(WORKSPDIR)\..\kernel\kenrel_out\$(CONFIGNAME )\runtime.lib as shown in figure 11.25.

SuperH RISC eneine Standard Toolchain

Configuration : Of0++| F'ussemblyl Link/Library Standard Library IOPU | Db 4 I ’I
IF\II Caonfigurations LI Categary - IMode LI
El--@ All Loaded Projects — -
EHE PTEEE Mode : IUSE an exizting library file LI
D G zource file
[:l T+ source file
[:l fezembly source file
-0 Linkage symbol fils Library file :

[FOMORKSP DIRMEE ¥kerne ¥k erme | out¥ICON

Optiohs Standard Library :

]
L]

QK I Cancel I

Figure 11.25 Standard Library Generator Settings (Specifying runtime.lib)
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11.14.4 Linkage Editor Settings
(1) Specifying knl_side.sym.obj
Specify symbol file knl_side_sym.obj generated in knl_side_sym.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the
[SuperH RISC engine Standard Toolchain] dialog box.

Select the "app_domS5" project in the left pane, then select the [Link/Library] tab.

Select [Input] for [Category:] and [Relocatable files and object files] for [Show entries for:], then
specify $(WORKSPDIR)\..\kernel\kenrel_out\$( CONFIGNAME)\knl_side_sym.obj as shown in
figure 11.26.

SuperH RISC eneine Standard Toolchain

Cionfieuration : G/C++ | Assembly Link/Library |Standard Library | GPU | Debﬂ_’l
IF\II Configurations LI Catesory : IIn|:uut LI
E‘“@ All Loaded Projects Show entries for :
El@ app_domb ._ R T T S
D G =ource file Felocatable files and object files
---I:I C++ zource file FOMORKSPOIR $kernekernel_ outs§ISOMFIS Add..
[:l Azzembly source file
-0 Linkage symbol fils lns;rt
Eemaoyve
| ¢
4 | | _’I 1 W
[~ Use entry paint : Prelinker contral :

| IF\utn ;I

Options Link/Library :

—nioprelink N
~rom=0UCGM_DOMB=RUCM_DOMS,DUCM_RUNTIME=RIUCHM_RL
MNTIME -nomeszzage -

QK I Cancel I

Figure 11.26 Linkage Editor Settings (Specifying knl_side_sym.obj)
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(2) Settings for Initialized Data Sections

If an object to be linked includes an initialized data section (D section), [ROM to RAM mapped
sections] (generation of R sections) must be specified in the linkage editor.

Select [Option -> SuperH RISC engine Standard Toolchain...] from the HEW menu to open the

[SuperH RISC engine Standard Toolchain] dialog box.

Select the [Link/Library] tab.

Select [Output] for [Category:] and [ROM to RAM mapped sections] for [Show entries for:].

The following initialized data sections are included in the configuration at shipment.

DUCM_DOMS (domain 5)
DUCM_RUNTIME (runtime.lib)

SuperH RISC eneine Standard Toolchain

Configuration :

IF\II Configurations

El--@ All Loaded Projects

= Type of output file :

IE app_domb
H-[] G source file

-2 G++ source file . :
i ) Debug information :
[:l Azzembly source file Lehue

#-[27 Linkage symbal fils Show entries for :

Data record header :

Category : IOutput

G/C++ | Assembly Link/Library |Standard Library | GPU | Deb4 ]

=l
IStype via abzolute ;I
INnne ;l INnne ;l
IIn output load module ;I

|Ram

DUCH_DCiE
DUCM_RUNTIME

Options Link/Library :

RUCHM_DoMS
RUCM_RUMNTIME

—nioprelink

MNTIME -nomeszzage

-rom=0UCM_DOME=RUCM_DOMS, DUCGM_RUMNTIME=RIICM_RU

.

[ o ]

Cancel

Figure 11.27 Linkage Editor Settings (Initialized Data Sections)
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(3) Allocating Sections

For section allocation, refer to section 11.15, Memory Allocation.

11.14.5 Build Execution

When a build is executed, $(WORKSPDIR \app_dom5$(CONFIGNAME )\app_dom5.abs is
created.
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11.15 Memory Allocation

11.15.1 Overview

This sample system consists of multiple load modules. The user must consider appropriate address
allocation to every section in each load module, and the determined addresses must be specified
through the linkage editor.

Through preliminary linkage without specifying section addresses, the size of each section can be
obtained from the linkage map.

Although logical addresses must be used to specify the sections through the linkage editor, the
physical memory areas to be allocated must also be considered. Generally, the area allocated to the
P, C, D sections must be separated from the area for the B and R sections. The P, C, and D
sections can be stored in ROM.

Reference: Section 5, Logical Address Space

11.15.2 Sections
Sections are named according to the following rules.

PSCP_hiknl

(1) First character
P: Program section
C: Constant section
B: Uninitialized data section
D: Initialized data section (ROM section)

R: Initialized data section (RAM section, which is generated with [ROM to RAM mapped
sections] specified in the linkage editor)

(2) Second character
S: Never accessed in the user mode
U: Can be accessed in the user mode
(3) Third character
C: Cacheable access enabled
D: Cacheable access disabled
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(4) Fourth character (valid only when the memory object protection function is selected)
(a) When the memory object protection function is used

P: Must be allocated to an MMU non-mapped area that cannot be accessed in the user
mode.

M: Must be allocated to an MMU mapped area.

_: Must be allocated to an area that can be accessed in the user mode, in either an MMU
mapped area or an MMU non-mapped area.

(b) When the memory object protection function is unused
P: Must be allocated to an area that cannot be accessed in the user mode.

M: Must be allocated to an appropriate area (accessible or inaccessible in the user mode)
according to the program that accesses the section.

_: Must be allocated to an area that can be accessed in the user mode.
(1) Kernel Library (knl_sde.hwp)

Table 11.14 Sections for hiknl_big.lib and hiknl_little.lib

Section Name Description

PSCP_hireset vsta_knl

PSDP_hiknl Program for manipulating registers such as MMUCR

PSCP_hiexp Program generally executed when an interrupt or a TLB miss occurs
PSCP_hicom Program executed for service calls in common

PUC__hiintfc Entry function for service calls.

This section must be readable from all user domains.

PSCP_hiknl Others

(2) Cache Support Object (knl_sde.hwp)

Table 11.15 Sections for cache_sh4a_big.rel and cache_sh4a_little.rel

Section Name Description

PSDP_hicac Program for manipulating elements such as the CCR register.
PSCP_hicac Other programs

BSCP_hicac Management table

(3) system\kernel_def.c (knl_sde.hwp)
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Table 11.16 Sections for kernel_def.c

Section Name

Description

PSCP_hidef

Functions such as those process initial object definitions

CSCP_hidef

BSCP_hidef

BSCP_himpp_<ID>

Protected memory pools (for which [Kernel side] is selected)

<ID> indicates the ID name when available, or the ID number in decimal
when the ID name is not available

(4) system\kernel_cfg.c (env_side.hwp)

Table 11.17 Sections for kernel_cfg.c

Section Name

Description

PSCP_hicfg

Functions such as those process initial object definitions

CSCP_hidef

CSCP_hisysmt

Configuration information table on the kernel environment side

BSCP_hintskstk

Stack area for the non-task context

BUCM_hisyspl System pool
BSCP_hirespl Resource pool
BSCP_hiwrk Kernel work area

BSCP_hitrcbuf

Buffer for target trace

BSCP_hitooltrc

Area for tool trace

BSCP_hictxid

Always four bytes are allocated

BSCP_hicfg

BUCM_himpp_<ID>

Protected memory pools (for which [Kernel side] is not selected)

<ID> indicates the ID name when available, or the ID number in decimal
when the ID name is not available
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(5) Sample Programs

Table 11.18 Sections for System Application

Linkage Unit Section Name File

knl_side PSCP_hiknl samples\sysapp\mavhdr.c
samples\sysapp\sysdwn.c
samples\sysapp\exchdr.c
samples\sysapp\inthook.src

BSCP_hiknl samples\sysapp\sysdwn.c

Table 11.19 Sections for Target-Dependent Part

Linkage Unit Section Name File
knl_side PSDP_RESET * samples\shnnnn\kernel\knl_side\reset.src
PSDP_RESET2 samples\shnnnn\kernel\knl_side\resetprg.c
samples\shnnnn\kernel\knl_side\init_mmu.c
PSCP_hiknl samples\shnnnn\kernel\knl_side\tmrdrv.c
CSCP_hiknl samples\shnnnn\kernel\knl_side\tmrdrv.c

Note: * Whenitis stored in ROM, this section must be allocated at H'A0000000, which is the
CPU reset address.

Table 11.20 Sections for Standard Library

Linkage Unit Section Name File

knl_side PUCM_STDLIB stdlib.lib (generated by standard library generator)
CUCM_STDLIB samples\stdlib\lowsrc.c
BUCM_STDLIB samples\stdlib\initsct.c

DUCM_STDLIB

RUCM_STDLIB samples\stdlib\lowsrc.c
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Table 11.21 Sections for Monitor

Linkage Unit

Section Name

File

knl_side

PSCP_MON

CSCP_MON

BSCP_MON

DSCP_MON

RSCP_MON

samples\monitor\monitor.c

Table 11.22 Section for Idling Task

Linkage Unit

Section Name

File

knl_side

PSCP_IDLE

samples\idle\idle.c

Table 11.23 Sections for Domain 1

Linkage Unit Section Name File

env_side PUCM_DOM1 samples\dom1\dom1_main.c
CUCM_DOM1 samples\domi\dom1_input.c
BUCM_DOM!1 samples\dom1\dom1_output.c
DUCM_DOM!1
RUCM_DOM?1

Table 11.24 Sections for Domain 2

Linkage Unit Section Name File
env_side PUCM_DOM2 samples\dom2\dom2.c
CUCM_DOM2
BUCM_DOM2
DUCM_DOM2
RUCM_DOM2
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Table 11.25 Sections for Domain 3

Linkage Unit

Section Name File

env_side

PUCM_DOM3 samples\dom3\dom3.c

CUCM_DOM3

BUCM_DOMS3

DUCM_DOM3

RUCM_DOM3

Table 11.26 Sections for Domain 4

Linkage Unit

Section Name File

env_side

PUCM_DOM4 samples\dom4\dom4.c

CUCM_DOM4

BUCM_DOM4

DUCM_DOM4

RUCM_DOM4

Table 11.27 Sections for Domain 5

Linkage Unit

Section Name File

app_dom5

PUCM_DOM5 samples\dom5\dom5.c

CUCM_DOM5

BUCM_DOMS5

DUCM_DOM5

RUCM_DOM5

Table 11.28 Sections for runtime.lib

Linkage Unit Section Name File
Other than PUCM_RUNTIIME runtime.lib (generated by standard library generator)
knl_side

CUCM_RUNTIIME samples\common\init_runtime.c

BUCM_RUNTIIME

DUCM_RUNTIIME

RUCM_RUNTIIME
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Table 11.29 Section for knl_side_sym.obj

Section
Linkage Unit Name File
Other than P * samples\shnnnn\kernel_out\$(CONFIGNAME)\kn|_side_sym.ob
knl_side i

Note: * The size of this section is 0 byte. Since no program accesses this section, it can be
allocated to any address at linkage.

11.15.3 Notes
(1) When Memory Object Protection Function Is Used

Note the following regarding section allocation for static memory objects, system pool
(BUCM_hisyspl section), and protected memory pools.

e The start address of a section must be aligned on a boundary of the specified page size for
static memory objects, or a boundary of the default page size (4 Kbytes) for the system pool
and protected memory pools.

e No data must be stored in the area between the end address of the section and the next page
boundary.

e The sections must be allocated in MMU mapped areas.
(2) When Memory Object Protection Function Is Not Used

The system pool (BUCM_hisyspl section) must be allocated on a 32-byte boundary; otherwise,
when a variable-size memory pool is allocated in the system pool, memory blocks are not aligned
on the desired boundaries even if the VTA_ALIGN16 or VTA_ALIGN32 attribute is specified. In
addition, the system pool must be allocated to an area that can be accessed in the user mode.

11.15.4 Memory Map and Static Memory Objects

The memory map for each sample differs depending whether the configuration assumes the use of
the simulator: "prot_sim" and "noprot_sim" assume the use of the simulator, and "prot" and
"noprot" do not.
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Table 11.30 Memory Map in Each Configuration

Physical Memory for Section Allocation *

Configuration P, C, and D Sections B and R Sections

"prot_sim", "noprot_sim" From address 0 From address H'0C000000 (an
address for allocation to an
external RAM area)

"prot", "noprot" An address for allocation to an An address for allocation to an
external RAM area external RAM area

Note: * For exact addresses, refer to the settings of each sample project.

In "prot_sim" and "noprot_sim", the system can be started by clicking [Reset Go] in the simulator.

In "prot" and "noprot", the memory map is determined assuming that the application is executed
after it is downloaded to the external RAM on the target board.

Note that the on-chip memory is not used in any of these configurations.
The approximate memory sizes used by the sample system are as follows.

e P, C, and D sections: About 310 Kbytes
e B and R sections: About 440 Kbytes

The following describes the memory map of "prot_sim" and "noprot_sim" for the SH73180 as an
example.

Figure 11.28 shows the P, C, and D section allocation, and figure 11.29 shows the B and D section
allocation.
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Physical
address

H'00000000

H'00001000

H'00020000

H'00030000

H'00040000

H'00042000

H'00044000

H'00046000

H'00048000

H'0004A000

H'0004C000
Note:

666

Logical
address

H'A0000000

H'80001000

H'00020000

H'80030000

H'00040000

H'00042000

H'00044000

H'00046000

H'00048000

H'0004A000

H'0004C000

[knl_side] [env_side] [app_dom5]
PSDP_RESET
PSDP_RESET2
PSDP_hiknl
PSDP_hicac
PSCP_hiexp
PSCP_hicom
PSCP_hiknl
PSCP_hireset
PSCP_hidef
CSCP_hiknl
CSCP_hidef
PSCP_hicac
PSCP_MON
CSCP_MON
DSCP_MON
PSCP_IDLE
PUC__hiintfc
PUCM_STDLIB
CUCM_STDLIB
DUCM_STDLIB
CSCP_hisysmt
PSCP_hicfg
CSCP_hicfg
p*
PUCM_RUNTIME
CUCM_RUNTIME
DUCM_RUNTIME
PUCM_DOM1
CUCM_DOM1
DUCM_DOM1
PUCM_DOM2
CUCM_DOM2
DUCM_DOM2
PUCM_DOM3
CUCM_DOM3
DUCM_DOM3
PUCM_DOM4
CUCM_DOM4
DUCM_DOM4
PUCM_DOM5
CUCM_DOM5
DUCM_DOM5
p*

PUCM_RUNTIME
CUCM_RUNTIME
DUCM_RUNTIME

User-mode Non- MMU Static
access not cacheable mapped memory
allowed area object

Symbol file knl_side_sym.obj uses a P section with a size of 0 byte.

Figure 11.28 Allocation of P, C, and D Sections
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Physical Logical [knl_side] [env_side] [app_dom5] User-mode Non- MMU Static

address address access not cacheable mapped memory
allowed area object
H'0C000000 H'8C000000 |BSCP_hiknl
BSCP_hidef
BSCP_hicac
BSCP_MON
RSCP_MON
H'0C002000 H'0C002000 |BUCM_STDLIB
RUCM_STDLIB
H'0C008000 H'8C008000 BSCP_hictxid
BSCP_hintskstk
BSCP_hicfg
BSCP_hiwrk
BSCP_hirespl
H'0C018000 H'0C018000 BUCM_hisyspl
H'0C058000 H'0C058000 BUCM_himpp_ID_D
OM2_MPP
H'0C060000 H'0C060000 BUCM_RUNTIME
RUCM_RUNTIME
H'0C062000 H'0C062000 BUCM_DOM1
RUCM_DOM1
H'0C064000 H'0C064000 BUCM_DOM2
RUCM_DOM2
H'0C066000 H'0C066000 BUCM_DOM3
RUCM_DOM3
H'0C068000 H'0C068000 BUCM_DOM4
RUCM_DOM4
H'0C06A000 H'0CO6A000 BUCM_DOM5
RUCM_DOM5
BUCM_RUNTIME
RUCM_RUNTIME

H'0C06C000 H'0C06C000
Figure 11.29 Allocation of B and R Sections

The following describes section allocation for each linkage unit in detail.
(1) knl_side

(a) Section block at logical address H'AO000000 (such as PSDP_RESET)

PSDP_RESET (reset.src) is a program section that must be executed immediately after a CPU
reset, and so it is allocated at the CPU reset address (H'A0000000). The other sections can be
allocated in any order.

(b) Section block at logical address H'80001000 (such as PSCP_hiexp)
This block contains the sections that are read only in the privileged mode. These sections can
be allocated in any order.

(c) Section block at logical address H'00020000 (such as PUC__hiintfc)

667
RENESAS



This block contains the sections that can be read from any user domain.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section PUC__hiintfc to section DUCM_STDLIB

— Page size: 64 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_SRO (can be read from any domain)
(d) Section block at logical address H'8C000000 (such as BSCP_hiknl)

This block contains the sections that are read and written to only in the privileged mode. These
sections can be allocated in any order.

(e) Logical address H'0C002000 (such as BUCM_STDLIB)
This block contains the sections that can be read or written to from any user domain.
When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.
— Address range: Section BUCM_STDLIB to section RUCM_STDLIB
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_SRW (can be read and written to from any domain)

(2) env_side

(a) Section block at logical address H'80030000 (such as CSCP_hisysmt)
This block contains the sections that are read only in the privileged mode.
CSCP_hisysmt is the section for the kernel environment-side information table
(__kernel_sysmt). The start address of this section must be determined during system design in
advance, and the determined address must be specified at linkage of knl_side. To ensure that
the start address remains unchanged even if the sizes of individual sections are changed during
development of the system, it is recommended that CSCP_hisysmt section be allocated at the
head of the section block.
The other sections can be allocated in any order.

(b) Section block at logical address H'00040000 (such as PUCM_RUNTIME)
This block contains the sections that can be read from any domain in env_side.
When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.
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— Address range: Section PUCM_RUNTIME to section DUCM_RUNTIME

— Page size: 4 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_SRO (can be read from any user domain)
(c) Section block at logical address H'00042000 (such as PUCM_DOM1)

This block contains the sections that are read only from domain 1.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section PUCM_DOMI to section DUCM_DOMI1

— Page size: 4 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_PRO(ID_DOM1) (can be read only from domain 1)
(d) Section block at logical address H'00044000 (such as PUCM_DOM?2)

This block contains the sections that are read only from domain 2.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section PUCM_DOM?2 to section DUCM_DOM?2

— Page size: 4 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_PRO(ID_DOM?2)) (can be read only from domain 2)
(e) Section block at logical address H'00046000 (such as PUCM_DOM3)

This block contains the sections that are read only from domain 3.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section PUCM_DOM3 to section DUCM_DOM3

— Page size: 4 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_PRO(ID_DOM3)) (can be read only in domain 3)
(f) Section block at logical address H'00048000 (such as PUCM_DOM4)

This block contains the sections that are read only from domain 4.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.
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— Address range: Section PUCM_DOM4 to section DUCM_DOM4
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRO(ID_DOM4)) (can be read only from domain 4)
(g) Section block at logical address H'8C008000 (such as BSCP_hictxid)
This block contains the sections that are read and written to only in the privileged mode. These
sections can be allocated in any order.
(h) Section block at logical address H'0OC0180000 (BUCM_hisyspl)
This block contains the system pool section.
(1) Section block at logical address H'0C0580000 (BUCM_himpp_ID_DOM2MPP)
This block contains the section for the protected memory pool registered through the
configurator.
This sample specifies H'8000 as the protected memory pool size.
The "noprot_sim" and "noprot" configurations do not have this section.
() Section block at logical address H'0OC060000 (such as BUCM_RUNTIME)
This block contains the sections that can be read and written to from any domain in env_side.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section BUCM_RUNTIME to section RUCM_RUNTIME
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_SRW (can be read and written to from any domain)
(k) Section block at logical address H'0C062000 (such as BUCM_DOM1)
This block contains the sections that are read and written to only from domain 1.
When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.
— Address range: Section BUCM_DOMI to section RUCM_DOMI1
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRW(ID_DOM1) (can be read and written to only from
domain 1)
(1) Section block at logical address H'0C064000 (such as BUCM_DOM?2)
This block contains the sections that are read and written to only from domain 2.
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When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section BUCM_DOM?2 to RUCM_DOM?2
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRW(ID_DOM?2) (can be read and written to only from
domain 2)
(m) Section block at logical address H'0C066000 (such as BUCM_DOM3)
This block contains the sections that are read and written to only from domain 3.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section BUCM_DOM3 to RUCM_DOM3
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRW(ID_DOM3) (can be read and written to only from
domain 3)
(n) Section block at logical address H'0C068000 (such as BUCM_DOM4)
This block contains the sections that are read and written to only from domain 4.

When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the order of
the sections specified through the linkage editor should match the settings in the configurator.

— Address range: Section BUCM_DOM4 to RUCM_DOM4

— Page size: 4 Kbytes

— Cache attribute: Copy-back

— Access permission vector: TACT_PRW(ID_DOM4) (can be read and written to only from
domain 4)

(3) app_domS5

app_domb5 is a load module consisting of domain 5 only. Accordingly, all of its sections including
the runtime routines are accessed only from domain 5.

(a) Section block at logical address H'0004A000 (such as PUCM_DOMY)

This block contains the sections that are read only from domain 5.
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When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the section
addresses specified through the linkage editor and the resultant end address should match the
settings in the configurator.
— Address range: H'2000 (8192) bytes starting from H'0004A000
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRO(ID_DOMS) (can be read only from domain 5)

(b) Section block at logical address H'OC06A000 (such as BUCM_DOMS)
This block contains the sections that are read and written to only from domain 5.
When the memory object protection function is selected, this block is registered as a static
memory object having the following attributes through the configurator. Note that the section
addresses specified through the linkage editor and the resultant end address should match the
settings in the configurator.
— Address range: H'2000 (8192) bytes starting from H'0C06A000
— Page size: 4 Kbytes
— Cache attribute: Copy-back
— Access permission vector: TACT_PRW(ID_DOMS) (can be read and written to only from

domain 5)
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11.16 Execution on Simulator

11.16.1 Debugging Session
Debugging sessions for execution on the simulator are provided for the following projects.

e knl_side.hwp in kernel.hws
e envl_side.hwp in kernel.hws

e app_dom5.hwp in app_domS5.hws

The debugging session name depends on the microprocessor type (shnnnn); for example,
"sim_sh4aldsp-cyc_env_side".

In the debugging sessions for knl_side.hwp and env_side.hwp, only knl_side.abs and env_side are
downloaded and domain 5 is not downloaded.

In the debugging session for app_domS5.hwp, app_domS5.abs is downloaded in addition to
knl_side.abs and env_side.abs. Therefore, the main task of domain 5 can be initiated through the
monitor in the case of app_domS5.hwp.

Note: V.1.01 Release 00 of the HI7300/PX provides only debugging sessions for sh73180
(SH73180 microcomputer).

Almost the same settings are made for these three debugging sessions. Note the following settings.

(1) Mapping has been specified
(2) I/O simulation: Enabled (I/O system call address = 4)
(3) Timer simulation: Enabled

(4) At interrupt or exception occurrence: Execution continues (if execution stop is specified,
simulation stops when a TLB miss exception occurs).

These settings are made through the HEW command file (extension "hdc") in the workspace
directory. Each session is set up so that this command file is automatically executed when the
simulator is connected and when a program is downloaded.

In addition to the above settings, this command file contains the processing for disabling the
MMU because a program cannot be downloaded if a TLB miss occurs during the downloading
process when the MMU is enabled.
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11.16.2 Execution

To execute a program, select [Debug] -> [Download] -> [All Download Modules] in each
debugging session, reset the CPU, and then execute it.

11.16.3 Monitor Startup
In the "prot_sim" and "noprot_sim" configurations, the monitor can be used.

Click the trigger button indicated as [Monitor] to start the monitor (figure 11.30); monitor prompt
"MON>" appears in the [Simulated I/O] window.

D3R H'Oooooooo

Tl T MS

< >
| = , A
A Monitor
W
> "
1 NS

Figure 11.30 Trigger Button for Starting the Monitor

11.16.4 Detection of Illegal Access by Domain 4
Domain 4 is a sample application for intentionally making illegal access.

When the memory object protection function is selected ("prot_sim" configuration), the MMU or
CPU detects this illegal access and the memory access violation handler (sysapp\mavhdr.c) sends
a request for task exception processing to the main task in domain 4. As a result, the program line
after the access violation is not executed and the task exception processing routine is executed
before that line. The task exception processing routine displays an access violation message in the
simulated I/O window, and restarts the task to generate access violation again.

This procedure for access violation exception can be monitored by executing domain 4 with the
"prot_sim" configuration.
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When domain 4 is executed with the "noprot_sim" configuration, in which the memory object
protection function is not selected, domain 4 makes an illegal access in the same way as in the
"prot_sim" configuration. However, since the memory object protection function is not used, only
the access violations that can be detected by the CPU (access to addresses larger than H'80000000
in the user mode) are detected.

For details, refer to the source code of domain 4 and set breakpoints at appropriate locations to
confirm the actual behavior.

11.16.5 Execution of Domain 5
A task is created for domain 5 by the configurator, but it is not initiated.
To initiate it, enter the act command through the monitor as follows.

MON> act 5 (RET)

The task ID for domain 5 is specified for automatic assignment with an ID name
"ID_DOMS5_MAIN" through the configurator. The actual ID number is output by the configurator
to kernel_id.h in samples\sshnnnn\config_out\$(CONFIGNAME)\ as "ID_DOMS5_MAIN". At
shipment, this task ID number is 5.
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Section 12 Calculation of Stack Size

12.1  Stack Types
This kernel has the following types of stacks.

(1) Task stack
Each task has a different stack.

A task associated with a user domain has two stacks. One stack is used by the task itself and
the other stack is a system stack. The system stack is used by extended service call routines
and trap routines called by the task. It is also used by the kernel for saving task context.

A task associated with the kernel domain has only one stack. This stack is used not only by the
task itself but also by extended service call routines and trap routines called by the task. It is
also used by the kernel for saving task context.

(2) Non-task context stack

This is a stack used, as its name shows, for execution of non-task context. The kernel switches
the stack pointer to the non-task context stack when transiting from the task context state to the
non-task context state.

There is only one non-task context stack in the system.

12.2 Overview of Calculation Procedure for Stack Size

The stack size used by each task and handler is calculated by tracking back the stack size used
from the nested subroutines (functions) of the start function. This size is called the "independent
stack size".

The actual required size is the value obtained by adding the stack size used by the kernel to the
"independent stack size".

12.3  Stack Size Used by Each Task

The stack size of each task is specified at task creation. Calculate the value to be specified with
reference to the subsequent sections.

12.3.1 Task Associated with User Domain

A task associated with a user domain has a system stack in addition to a stack used by the task.
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(1) Stack used by task

Stack size = (Independent stack size used by task)
+ (Independent stack size used by task exception processing routine)

When the task exception processing routine is nested at initiation, calculate the total size with
programming nesting added.

(2) System stack
Stack size = (Context saving stack size of task)
+ (Independent stack size used by extended service call routine or trap
routine that is called)
+ (Context saving stack size of extended service call routine, trap routine,
or task exception processing routine)

The context saving stack size is the size for saving the registers necessary for program execution.
The context saving stack size of a task is necessary in all cases. The context saving stack size of
an extended service call routine, trap routine, or task exception processing routine is necessary
each time it is initiated.

Table 12.1 shows the context saving stack sizes.

Table 12.1 Context Saving Stack Size

Classification Size Necessary Condition
Task 180 Always necessary
56 For the TA_COPO attribute
72 For the TA_COP1 attribute
64 For the TA_COP2 attribute
Extended service call routine, trap routine, or 112 Always necessary
task exception processing routine 56 For the TA_COPO attribute
72 For the TA_COP1 attribute
64 For the TA_COP2 attribute

When an extended service call routine, trap routine, or task exception processing routine is nested,
add its size considering programming nesting.
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(3) Calculation example

An example of calculation is shown with figure 12.1 used as an example. Numeric values
enclosed in square brackets in the figure are independent stack sizes. It is assumed that the
TA_COPO, TA_COP1, and TA_COP?2 attributes are not specified in this example.

task() [16]

Function call func() [20]

cal_svc(l)—>| Extended service call routine 1 [24]

cal_svc(2)—>| Extended service call routine 2 [28] |

Task exception occurrence—bl Task exception processing routine [32] |

> ]

r

ext_tsk

Figure 12.1 Calculation Example of Stack Size Used by Task

(a) Stack used by task
Stack size = (Independent stack size used by task)
+ (Independent stack size used by task exception processing routine)
= (16 + 20) + 32
= 68

(b) System stack

— When extended service call routine 2 is nested
Stack size = (Context saving stack size of task)

+ (Independent stack size used by extended service call routine or trap
routine that is called)

+ (Context saving stack size of extended service call routine, trap routine,
or task exception processing routine)

180

+ (24 + 28)

+ (112 + 112)

456
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— When task exception processing routine is nested

Stack size = (Context saving stack size of task)
+ (Independent stack size used by extended service call routine or trap
routine that is called)
+ (Context saving stack size of extended service call routine, trap routine,
or task exception processing routine)
= 180
+0
+112
=292

Accordingly, the stack size used by the system stack is 456.

12.3.2  Task Associated with Kernel Domain
A task associated with the kernel domain has only one stack.

The stack size used is the sum of the calculated results of "section 12.3.1 (1) Stack used by task"
and "section 12.3.1 (2) System stack".

124 Calculation of Non-Task Context Stack Size

There is only one non-task context stack in the system, and its size is specified by
CFG_NTSKSTKSZ.

The value set in CFG_NTSKSTKSZ must be equal to or greater than the larger size of size 1 or
size 2 shown below.

o Sizel
=256
+ (Maximum stack size used by each initialization routing) ............cccccceeerneenn. (1)
+ (Stack size used by NMI interrupt handler) x (NMI nest count) ..................... (2)
o Size?2
=256
+ (Maximum stack size used by CPU exception handler occurring during
task CONtEXt EXECULION) .....oiiiieiiiiie et (3)
+ 2 (Maximum stack size used by interrupt handler at each interrupt level) .... (4)
+ (Stack size used by NMI interrupt handler) x (NMI nest count) ..................... (2)

(1) For each initialization routine, calculate the stack size used by referring to
section 12.4.1, Stack Size Used by Each Initialization Routine and Timer Initialization Routine
of Standard Timer Driver, and obtain the maximum stack size within all initialization routines.
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(2) For calculation of the stack size used by the NMI interrupt handler, refer to section 12.4.3,
Stack Size Used by NMI Interrupt Handler. For the NMI nest count, set the NMI nest count to
a possible number if the setting to accept the NMI interrupt is made in the interrupt controller
when the BL bit in SR is 1. In other cases, set the NMI nest count to 1.

(3) For a CPU exception that may occur during execution of task context, calculate the stack size
used by referring to section 12.4.4, Stack Size Used by Each CPU Exception Handler, and
obtain the maximum stack size among all CPU exception handlers.

(4) Calculate the stack size used by individual handlers according to section 12.4.2, Stack Size
Used by Each Interrupt Handler, Time Event Handler, and Timer Interrupt Routine of Standard
Timer Driver, and obtain the maximum stack size within handlers for each interrupt level.
Then, add the stack sizes for all interrupt levels.

Reference: Section 8.4.4, Notes on NMI

12.4.1  Stack Size Used by Each Initialization Routine and Timer Initialization Routine of
Standard Timer Driver

Stack size = (Independent stack size used by initialization routine)
+216 e (Required only when service call is issued)
+ (Independent stack size used by extended service call routine or trap
routine that is called)
+ (Context saving stack size of extended service call routine or trap routine)
+ (Stack size used by CPU exception handler)
+ (140 whenever CPU exception occurs)

The context saving stack size is in accordance with table 12.1.

When an extended service call routine or trap routine is called, add its size considering
programming nesting.

The stack size used by a CPU exception handler is required when a CPU exception occurs during
execution of an initialization routine whose used stack size is to be calculated. For the calculation
method, refer to section 12.4.4, Stack Size Used by Each CPU Exception Handler.

Note that the initialization routine (_kernel_tmrini()) of the standard timer driver must also be
calculated by using this equation.
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12.4.2  Stack Size Used by Each Interrupt Handler, Time Event Handler, and Timer
Interrupt Routine of Standard Timer Driver

Stack size = (Independent stack size used by interrupt handler)
+76
+216 e (Required only when service call is issued)
+ (Independent stack size used by extended service call routine or trap
routine that is called)
+ (Context saving stack size of extended service call routine or trap routine)
+ (Stack size used by CPU exception handler)
+ (140 whenever CPU exception occurs)

The context saving stack size is in accordance with table 12.1.

The stack size used by a CPU exception handler is required when a CPU exception occurs during
execution of a handler or routine whose used stack size is to be calculated. For the calculation
method, refer to section 12.4.4, Stack Size Used by Each CPU Exception Handler.

When an extended service call routine or trap routine is called, add its size considering
programming nesting.

Note that the time event handler, and timer interrupt routine (_kernel_tmrint()) of the standard
timer driver must be calculated by this equation as an interrupt handler whose interrupt level is
CFG_KNLLVL. However, 160 must be added to the calculation.

12.4.3  Stack Size Used by NMI Interrupt Handler

Stack size = (Independent stack size used by NMI interrupt handler)
+ (Stack size used by CPU exception handler)
+ (140 whenever CPU exception occurs)

The stack size used by a CPU exception handler is required when a CPU exception occurs during
execution of the NMI interrupt handler. For the calculation method, refer to section 12.4.4, Stack
Size Used by Each CPU Exception Handler. When a CPU exception handler is nested, add its size
considering programming nesting.

12.4.4  Stack Size Used by Each CPU Exception Handler

Stack size = (Independent stack size used by CPU exception handler)
+ (Stack size used by CPU exception handler)
+216 o (Required only when service call is issued)
+ (Stack size used by additional CPU exception handler)
+ (140 whenever additional CPU exception occurs)
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An additional CPU exception is the CPU exception that occurs during execution of a CPU
exception handler whose used stack size is to be calculated. When a CPU exception handler is
nested, add its size with regard to programming nesting.
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Section 13 Estimation of Resource Pool Size

13.1  Overview
The resource pool size is specified by CFG_RESPOOLSZ.
The resource pool is mainly used to dynamically allocate the kernel internal management table.

Memory can be recycled by acquiring memory when required and releasing it when no longer
required. Compared to allocating memory statically, the amount of memory used can be reduced
with this method.

On the other hand, since the state of resource pool usage depends on the system status, it is
generally difficult to calculate the minimum required size accurately.

If the resource pool is insufficient during system operation, the system enters an erroneous state, in
which, for example, service calls (functions) result in E_NOMEM errors. Roughly estimate the
required size using the following procedure, and specify a sufficient size in CFG_RESPOOLSZ.

1. Determine the timing at which the resource pool is used and its requested size — Section 13.2,
Requested Timing and Size

2. Estimate the required size taking into consideration the algorithm described below. To be
specific, make an estimation with reference to section 13.3, Calculation.

Reference: Section 4.31, Controlling Memory Fragmentation
In this section, the following symbols are used.

ROUND _UP(a, b):a is rounded up to a multiple of b
13.2  Requested Timing and Size

13.2.1 When Kernel is Started (vsta_knl)

(1) Management of static memory objects

For all static memory objects, the total sum of the sizes calculated by VISZ_MEMMB (page size,
static memory object size) is used. The contents of this macro are shown below.

VSTZ_MEMMB (page size, static memory object size)

= (ROUND_UP (static memory object size, page size)+CFG_PAGESZ(4096)x12) +4

685
RENESAS



This area is never released.

13.2.2  When Object is Created

The resource pool is requested when the following objects are created. The area used at this time
is released when that object is deleted.

(1) Task
(a) System stack allocated from resource pool

When the kernel is specified to allocate the system stack area at task creation, (system stack
size + 4) bytes of the resource pool are requested. If the configurator creates the task, the stack
area can only be allocated by the kernel.

(b) Management of stack area allocated from system pool

If the kernel is specified to allocate the stack area when creating a task associated with a user
domain, the stack area is allocated from the system pool. However, the resource pool is used for
the size of VISZ_SPLALCMB at maximum for managing the stack area. If the configurator
creates the task, only the kernel can be specified to allocate the stack area.

The contents of this macro are shown below.

e When CFG_PROTMEM is selected
VTSZ_ SPLALCMB=60

e When CFG_PROTMEM is not selected
VTSZ SPLALCMB=36

(2) Data queue

If the data count is not O when creating a data queue, the resource pool is requested for the size of
TSZ_DTQMB (data count).

The contents of this macro are shown below.
TSZ DTQMB (data count)=((data count)x4)+4
The area used is released when the data queue is deleted.

Note that the macro TSZ_DTQ (data count) has the same definition as the above macro.
TSZ_DTQMB is a macro defined by the pITRON 4.0 protection function extension, while
TSZ_DTQ is a macro defined by the original LITRON 4.0 specification.
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(3) Mailbox

If the condition of "TA_MPRI attribute with the Max. message priority > 1" is satisfied, the
resource pool is requested for the size of TSZ_MBXMB (number of messages, Max. message
priority).

The contents of this macro are shown below.
TSZ_MBXMB (number of messages, Max. message priority)=((Max. message priority)x8)+4
The area used is released when the mailbox is deleted.

(4) Message buffer

If the buffer size is not 0 when creating a message buffer, the resource pool is requested for the
size of (buffer size + 4).

The area used is released when the message buffer is deleted.

(5) Fixed-size memory pool
(a) Management of fixed-size memory blocks

To manage the fixed-size memory blocks, the resource pool is requested for the size of
TSZ_MPEFMB (number of blocks, block size). The contents of this macro are shown below.

TSZ MPFMB (number of blocks, block size)=((number of blocks)x4)+4

(b) When allocating fixed-size memory pool from system pool

If the kernel is specified to allocate the pool area when creating a fixed-size memory pool, the pool
area is allocated from the system pool. However, the resource pool is used for the size of
VTSZ_SPLALCMB at maximum for managing the pool area. If the configurator creates the
fixed-size memory pool, only the kernel can be specified to allocate the pool area. The contents of
this macro are shown below.

e When CFG_PROTMEM is selected
VTSZ SPLALCMB=60

e When CFG_PROTMEM is not selected
VTSZ SPLALCMB=36
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(6) Variable-size memory pool
(a) When allocating variable-size memory pool from system pool

If the kernel is specified to allocate the pool area when creating a variable-size memory pool, the
pool area is allocated from the system pool. However, the resource pool is used for the size of
VTSZ_SPLALCMB at maximum for managing the pool area. If the configurator creates the
variable-size memory pool, only the kernel can be specified to allocate the pool area. The contents
of this macro are shown below.

e When CFG_PROTMEM is selected
VTSZ SPLALCMB=60

e When CFG_PROTMEM is not selected
VTSZ SPLALCMB=36

(b) Sector management

If the VTA_UNFRAGMENT attribute is specified, the resource pool is requested for the size of
VTSZ_SCTMB (Max. sector count). The contents of this macro are shown below.

VTSZ_ SCTMB (Max. sector count)=(20x(Max. sector count)+72)+4

(7) Protected mailbox

If the condition of "TA_MPRI attribute with the Max. message priority > 1" is satisfied when
creating a protected mailbox, the resource pool is requested for the size of TSZ_MBPMB (number
of messages, Max. message priority).

The contents of this macro are shown below.
TSZ_MBPMB (number of messages, Max. message priority)=((Max. message priority)x8)+4

The area used is released when the protected mailbox is deleted.

13.2.3  Sizes Used and Released at Other Timings

(1) Mailbox: snd_mbx, isnd_mbx

If a message is queued in a mailbox when there is no task waiting to receive a message, the
resource pool is requested for the size of VITSZ_MSGMB. The contents of this macro are shown
below.

VTSZ_MSGMB=20

This area is released when the message is received or the relevant mailbox is deleted.
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(2) Variable-size memory pool: get_mpl, pget_mpl, ipget_mpl, tget_mpl
When acquiring a memory block, the resource pool is requested for the size of VTSZ_BLKMB at
maximum. The contents of this macro are shown below.

VTSZ BLKMB=36

This area is released when the block is released or the relevant variable-size memory pool is
deleted.

(3) Protected memory pool: pget_mpp

When acquiring a protected memory block, the resource pool is requested for the size of
VTSZ_MPPBLKMB at maximum. The contents of this macro are shown below.

VTSZ MPPBLKMB=60
This area is released when the block is released.

(4) Protected mailbox: snd_mbp

If a message is queued in a protected mailbox when there is no task waiting to receive a message,
the resource pool is used for the size of VTSZ_MSGMB. The contents of this macro are shown
below.

VTSZ_MSGMB=20

This area is released when the message is received or the relevant protected mailbox is deleted.
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13.3 Calculation

The resource pool is managed by sectors with the "Min. block size" as 20 bytes.

(1) Request of 160 bytes or less (allocated as a sector)
The requested size is calculated by the following equation.

SZ RESSCT =X ((ROUND_UP (Num[n]/Cnt[n], 1) x 696)

e n:1,2,4,0r8

e Num[n]: Number of simultaneous requests for a size of (20 x n) bytes or less (see the table
below)

e Cnt[n]: Number of blocks in the sector (see the table below)

n Num[n] Cnt[n]
1 20 bytes or less 32

2 21 to 40 bytes 16

4 41 to 80 bytes 8

8 81 to 160 bytes 4

(2) Request exceeding 160 bytes

Simultaneous requests are calculated with the following equation.

SZ_RESLARGE = } (Requested size + 32)

(3) Total required size
VTSZ_RPLMB bytes are used for management of the resource pool. The contents of this macro
are shown below.

VTSZ RPLMB=32
This area is never released.

The total required size is calculated with the following equation.

Total required size = VTSZ_RPLMB + SZ_RESSCT + SZ_RESLARGE
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Section 14 Estimation of System Pool Size

141  Overview
The system pool size is specified by CFG_SYSPOOLSZ.
The system pool size is estimated using the following procedure.

1. Determine the timing at which the system pool is used and its requested size — Section 14.2,
Requested Timing and Size

2. Estimate the required size taking into consideration the algorithm described below.

Reference: Section 4.31, Controlling Memory Fragmentation

14.2  Requested Timing and Size

The system pool is used in the following cases. This means that the system pool size can be set
to 0 as long as the areas below are allocated on the application side.

(1) When task is created

If the kernel is specified to allocate the stack area when creating a task associated with a user
domain, the stack area of the specified stack size is allocated from the system pool. If the
configurator creates the task, only the kernel can be specified to allocate the stack area.

This area is released when the task is deleted.

(2) When fixed-size memory pool is created

If the kernel is specified to allocate the pool area when creating a fixed-size memory pool, a fixed-
size memory pool area with the size of TSZ_MPF (number of blocks, block size) bytes is allocated
from the system pool.

This area is released when the fixed-size memory pool is deleted.
The contents of the TSZ_MPF macro are shown below.

TSZ MPF (number of blocks, block size)=(block size) x(number of blocks)
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(3) When variable-size memory pool is created
If the kernel is specified to allocate the pool area when creating a variable-size memory pool, a
memory pool area with the specified memory pool size is allocated from the system pool.

This area is released when the variable-size memory pool is deleted.
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Section 15 Notes on FPU

15.1 Meaning of ''Using FPU"

From the kernel viewpoint, "using FPU" stands for accessing the FPU registers from the
application.

The FPU registers are accessed if "cpu = sh4a" is specified as a compiler option and also either of
the following is satisfied.

(1) The fpu option of the compiler is not specified. In the HEW, [Mix] is selected for [Floating-
point operation mode] in the [CPU] tab of the [SuperH RISC engine Standard Toolchain]
dialog box that is opened by selecting [Option] -> [SuperH RISC engine Standard
Toolchain...].

(2) The floating-point data type is used.

Particularly in case (1), the FPU is assumed to be used even when no floating-point data is
handled. For this reason, specifying (1) is not recommended strongly.

15.2  FPU Usage in Each Application

15.2.1 Task, Task Exception Processing Routine, Extended Service Call Routine, or Trap
Routine

(1) TA_COP1 or TA_COP2 attribute

In a task, task exception processing routine, extended service call routine, or trap routine, the FPU
can be used only when TA_COP1 or TA_COP1 and TA_COP?2 are specified as the attribute.
Specify the TA_COP1 or TA_COP?2 attribute as shown in table 15.1.

Table 15.1 Specification of TA_COP1 or TA_COP2 Attribute

Condition Attribute

When matrix calculation is performed (both FPU register banks are used) TA_COP1|TA_COP2

When normal floating-point operation is performed (only FPU register bank TA_COP1
0 is used)

When no floating-point operation is performed (Not required)
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(2) Initial FPSCR value

The initial FPSCR value is specified at creation or definition of a task, task exception processing
routine, extended service call routine, or trap routine. Make sure that this specification does not
conflict with the compiler option settings. The relationship is shown in table 15.2.

Table 15.2 Relationship between Initial FPSCR Value Specified at Creation/Definition and
Compiler Option Settings

Compiler Options Initial FPSCR Value (inifpscr) That Should be

fpu denormalize round Specified at Creation/Definition
No specification  on* zero* H'00040001 (FR=0,PR=0,DN=1,RM=1)
or single* nearest H'00040000 (FR =0, PR=0, DN = 1, RM = 0)
off zero H'00000001 (FR=0,PR=0,DN =0, RM =1)
nearest H'00000000 (FR=0, PR =0,DN =0, RM =0)
double on zero H'000C0001 (FR=0,PR=1,DN=1,RM = 1)
nearest H'000C0000 (FR=0,PR=1,DN =1, RM =0)
off zero H'00080001 (FR=0, PR=1, DN =0, RM = 1)
nearest H'00080000 (FR=0,PR=1,DN =0, RM =0)

Note: Default setting of the compiler

15.2.2  Other Applications
Other applications cannot use the FPU.

To use the FPU, the FPU registers must be allocated on the application side.
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Section 16 System Down Handling

16.1 Information during System Down

The system down routine is called when the system goes down. Information listed in table 16.1 is
passed to the system down routine.
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Table 16.1 Information Passed to System Down Routine

Parameters Passed to System Down Routine

Error Type Information 1 Information 2 Information 3

Cause of System  ER type VW inf1 VW inf2 VW inf3
No. Down (R4) (R5) (R6) (R7) Countermeasure
1 vsys_dwn, ivsys_dwn 1 to H'7{ffffff Parameter of vsys_dwn or ivsys_dwn
2  vsta_knl 0 1 Undefined Undefined Refer to section
System pool cannot 16.2.
be created
3  vsta_knl 2 E_PAR Undefined  Refer to section
4  Static memory object E_NOMEM Undefined 16.2.
cannot be created
5 ext_tsk —1 E_CTX Address Undefined
Called by non-task calling
context ext_tsk
6  exd_tsk -2 E_CTX Address Undefined
Called by non-task calling
context exd_tsk
7  Undefined CPU -H'10 EXPEVT VT_EXC Undefined
exception occurred code *pk_exc
8 Undefined interrupt -H'11 INTEVT Undefined  Undefined
occurred code
9 vsta_knl —H'20 Undefined Undefined Undefined
Initialization related to
CFG_ACTION failed
10 Memory access —H'80 VT_MAV VT_EXC Undefined Remove the
violation occurred* *pk_mav *pk_exc cause of memory
(detected by MMU) access violation
based on pk_mav
and pk_exc.

Note: Realized by the sample memory access violation handler (samples\sysapp\mavhdr.c).
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16.2  Error at Kernel Start (vsta_knl)

16.2.1  System Down Occurrence

(1) System pool cannot be created

When the memory object protection function is installed, the system pool section must be located
in an MMU mapped area whose start address is at the CFG_PAGESZ (4 Kbytes) boundary.
Otherwise it must be located in an area that is accessible in the user mode, and whose start address
is a multiple of four. If this is not satisfied, the system goes down.

(2) Static memory object cannot be created

System down occurs on detection of one of the following errors regarding the static memory
object.

e Start address of the static memory object is not the boundary address of the page size of the
static memory object (No. 3 in table 16.1)

e Resource pool is insufficient (No. 4 in table 16.1)
16.2.2 When Object Specified in Configurator Cannot be Created

Objects created or defined in the configurator are actually created or defined by issuing service
calls from the "initialization routine" output by the configurator.

There are two types of initialization routines, as shown below.

(1) kernel_def_inireg.h

Object created or defined with [Kernel Side] selected
(2) kernel_cfg_inireg.h

Object created or defined without [Kernel Side] selected

In these files, the following kind of statement is used to create an object.

if (_CRE_MPL (ID DOM2_MPL) !=E_OK)
while (1) ;

_CRE_MPLY( ) is a macro that issues a service call to create a variable-size memory pool.

Table 16.2 shows the service calls and macros used.
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Table 16.2 Service Calls Used by Initialization Routines

Object Type Service Call Used Macro
Interrupt handler idef_inh _DEF_INH
CPU exception handler idef_inh _DEF_INH
Overrun handler def_ovr _DEF_OVR
Cyclic handler icre_cyc _CRE_CYC
Alarm handler icre_alm _CRE_ALM
Extended service call idef_svc _DEF_SVC
routine
Trap routine ivdef_trp _DEF_TRP
Semaphore icre_sem _CRE_SEM
Event flag icre_flg _CRE_FLG
Data queue icre_dtq _CRE_DTQ
Mailbox icre_mbx _CRE_MBX
Mutex cre_mtx _CRE_MTX
Message buffer icre_mbf _CRE_MBF
Fixed-size memory pool When memory object protection function is used: _CRE_MPF

icra_mpf

When memory object protection function is not used:

icre_mpf
Variable-size memory pool When memory object protection function is used: _CRE_MPL

ivera_mpl

When memory object protection function is not used:

icre_mpl
Protected memory pool icre_mpp _CRE_MPP
Protected mailbox icre_mbp _CRE_MBP
Task icre_tsk _CRE_TSK
Task exception processing idef_tex _DEF_TEX

routine

When these service calls result in an error, an infinite loop is entered immediately after the
issuance of that service call. Determine the corresponding object created by the configurator from
the location of the infinite loop, and confirm the configurator settings for that object.

Reference: Section 6.22.12, Start Kernel (vsta_knl, ivsta_knl)
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Section 17 Reference Listing

17.1 Service Call Reference

(1) Task Management

1

ER cre_tsk(ID, T_CTSK *);
ER icre_tsk(ID, T_CTSK *);

Create task

Create task (non-task context)

2 ER_ID acre_tsk(T_CTSK *); Create task and assign task ID
automatically
ER_ID iacre_tsk(T_CTSK*); Create task and assign task ID
automatically (non-task context)
ER del_tsk(ID); Delete task
ER act_tsk(ID); Initiate task
ER iact_tsk(ID); Initiate task (non-task context)
5 ER_UINT can_act(ID); Cancel task initiation request
ER_UINT ican_act(ID); Cancel task initiation request (non-task
context)
6 ER sta_tsk(ID, VP_INT); Initiate task and specify start code
ER ista_tsk(ID, VP_INT); Initiate task and specify start code (non-
task context)
void ext_tsk(void); Exit current task
void exd_tsk(void); Exit and delete current task
ER ter_tsk(ID); Forcibly terminate task
10 ER chg_pri(ID, PRI); Change task priority
ER ichg_pri(ID, PRI); Change task priority (non-task context)
11 ER get_pri(ID, PRI *); Refer to task priority
ER iget_pri(ID, PRI *); Refer to task priority (non-task context)
12  ER ref_tsk(ID, T_RTSK *); Refer to task state
ER iref_tsk(ID, T_RTSK *); Refer to task state (non-task context)
13  ER ref_tst(ID, T_RTST *); Refer to task state (simple version)
ER iref_tst(ID, T_RTST *); Refer to task state (simple version, non-
task context)
14 ER vchg_tmd(MODE); Change task execution mode

(2) Task Synchronization

15
16

ER slp_tsk(void);
ER tslp_tsk(TMO);

RENESAS

Shift current task to the WAITING state

Shift current task to the WAITING state with

timeout function
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17

18

19

20

21

22

23
24

25

26

27
28

ER wup_tsk(ID);

ER iwup_tsk(ID);
ER_UINT can_wup(ID);
ER_UINT ican_wup(ID);
ER rel_wai(ID);

ER irel_wai(ID);

ER sus_tsk(ID);
ER isus_tsk(ID);

ER rsm_tsk(ID);

ER irsm_tsk(ID);

ER frsm_tsk(ID);

ER ifrsm_tsk(ID);

ER dly_tsk(RELTIM);

ER vset_tfl(ID, FLGPTN);

ER ivset_tfl(ID, FLGPTN);

ER vclr_tfl(ID, FLGPTN);

ER ivclr_tfl(ID, FLGPTN);

ER vwai_tfl(FLGPTN, FLGPTN *);

ER vpol_tfl(FLGPTN, FLGPTN *);

ER vtwai_tfl(FLGPTN, FLGPTN *, TMO);

(3) Task Exception Processing Functions

29

30

31
32
33
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ER def_tex(ID, T_DTEX *);

ER idef_tex(ID, T_DTEX *);

ER ras_tex(ID, TEXPTN);
ER iras_tex(ID, TEXPTN);

ER dis_tex(void);
ER ena_tex(void);
BOOL sns_tex(void);
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Wake up task

Wake up task (non-task context)

Cancel wakeup request

Cancel wakeup request (non-task context)
Cancel the WAITING state forcibly

Cancel the WAITING state forcibly (non-
task context)

Shift to the SUSPENDED state

Shift to the SUSPENDED state (non-task
context)

Resume the execution of a task in the
SUSPENDED state

Resume the execution of a task in the
SUSPENDED state (non-task context)

Forcibly resume the execution of a task in
the SUSPENDED state

Forcibly resume the execution of a task in
the SUSPENDED state (non-task context)

Delay the current task

Set the task event flag

Set the task event flag (non-task context)
Clear the task event flag

Clear the task event flag (non-task context)
Wait for the task event flag

Poll and wait for the task event flag

Wait for the task event flag with timeout
function

Define the task exception processing
routine

Define the task exception processing
routine (non-task context)

Request the task exception processing

Request the task exception processing
(non-task context)

Disable the task exception processing
Enable the task exception processing

Refer to the task exception processing
disabled state



34

(4) Synchronization and Communication (Semaphore)

35

36

37
38

39
40

4

42

(5) Synchronization and Communication (Event Flag)

43

44

45
46

47

48
49

ER

ER

ER
ER

ref_tex(ID, T_RTEX *);

iref_tex(ID, T_RTEX *);

cre_sem(ID, T_CSEM *);
icre_sem(ID, T_CSEM *);

ER_ID acre_sem(T_CSEM *);

ER_ID iacre_sem(T_CSEM *);

ER
ER
ER

ER
ER
ER

ER

ER
ER

ER
ER

del_sem(ID);
sig_sem(ID);

isig_sem(ID);

wai_sem(ID);
pol_sem(ID);
ipol_sem(ID);

twai_sem(ID, TMO);

ref_sem(ID, T_RSEM *);
iref_sem(ID, T_RSEM *);

cre_flg(ID, T_CFLG *);
icre_flg(ID, T_CFLG *);

ER_ID acre_flg(T_CFLG *);

ER_ID iacre_flg(T_CFLG *);

ER
ER
ER
ER
ER
ER
ER

del_flg(ID);

set_flg(ID, FLGPTN);

iset_flg(ID, FLGPTN);

clr_flg(ID, FLGPTN);

iclr_flg(ID, FLGPTN);

wai_flg(ID, FLGPTN, MODE, FLGPTN *);
pol_flg(ID, FLGPTN, MODE, FLGPTN *);
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Refer to the task exception processing
state

Refer to the task exception processing
state (non-task context)

Create semaphore
Create semaphore (non-task context)

Create semaphore and assign semaphore
ID automatically

Create semaphore and assign semaphore
ID automatically (non-task context)

Delete semaphore
Return semaphore resource

Return semaphore resource (non-task
context)

Wait for semaphore resource
Polls and waits for semaphore resource

Polls and waits for semaphore resource
(non-task context)

Wait for semaphore resource with timeout
function

Refer to semaphore state

Refer to semaphore state (non-task
context)

Create event flag
Create event flag (non-task context)

Create event flag and assign event flag ID
automatically

Create event flag and assign event flag ID
automatically (non-task context)

Delete event flag

Set event flag

Set event flag (non-task context)
Clear event flag

Clear event flag (non-task context)
Wait for event flag

Poll and wait for event flag
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ER ipol_flg(ID, FLGPTN, MODE, FLGPTN *);

50 ER twai_flg(ID, FLGPTN, MODE, FLGPTN *, TMO);

51  ER ref_fig(ID, T_RFLG *);
ER iref_fig(ID, T_RFLG *);

(6) Synchronization and Communication (Data Queue)

52 ER cre_dtq(ID, T_CDTQ *);
ER icre_dtq(ID, T_CDTQ *);
53 ER_ID acre_ditq(T_CDTQ *);

ER_ID iacre_dtq(T_CDTQ *);

54  ER del_dtq(ID);

55 ER snd_dtq(ID, VP_INT);

56 ER psnd_dtq(ID, VP_INT);
ER ipsnd_dtq(ID, VP_INT);

57  ER tsnd_dtq(ID, VP_INT, TMO);

58 ER fsnd_dtq(ID, VP_INT);
ER ifsnd_dtq(ID, VP_INT);

59  ER rcv_dtq(ID, VP_INT *);
60 ER prcv_diq(ID, VP_INT *);
61 ER trcv_dtq(ID, VP_INT *, TMO);

62 ER ref_dtq(ID, T_RDTQ*);
ER iref_dtq(ID, T_RDTQ *);

(7) Synchronization and Communication (Mailbox)

63 ER cre_mbx(ID, T_CMBX *);
ER icre_mbx(ID, T_CMBX*);
64 ER_ID acre_mbx(T_CMBX *);

ER_ID iacre_mbx(T_CMBX *);

65 ER del_mbx(ID);
66 ER snd_mbx(ID, T_MSG *);
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Poll and wait for event flag (non-task
context)

Wait for event flag with timeout function
Refer to event flag state

Refer to event flag state (non-task context)

Create data queue
Create data queue (non-task context)

Create data queue and assign data queue
ID automatically

Create data queue and assign data queue
ID automatically (non-task context)

Delete data queue
Send data to data queue
Poll and send data to data queue

Poll and send data to data queue (non-task
context)

Send data to data queue with timeout
function

Forcibly send data to data queue

Forcibly send data to data queue (non-task
context)

Receive data from data queue
Poll and receive data from data queue

Receive data from data queue with timeout
function

Refer to data queue state

Refer to data queue state (non-task
context)

Create mailbox
Create mailbox (non-task context)

Create mailbox and assign mailbox ID
automatically

Create mailbox and assign mailbox ID
automatically (non-task context)

Delete mailbox

Send message to mailbox



67
68

69

70

ER isnd_mbx(ID, T_MSG *);

ER rcv_mbx(ID, T_MSG **);
ER prcv_mbx(ID, T_MSG **);
ER iprcv_mbx(ID, T_MSG **);

ER trcv_mbx(ID, T_MSG **, TMO);

ER ref_mbx(ID, T_RMBX *);
ER iref_mbx(ID, T_RMBX *);

(8) Synchronization and Communication (Mutex)

71
72

73
74
75
76
77
78

ER cre_mtx(ID, T_CMTX *);
ER_ID acre_mtx(T_CMTX *);

ER del_mtx(ID);

ER loc_mtx(ID);

ER ploc_mtx(ID);

ER tloc_mtx(ID, TMO);

ER unl_mtx(ID);

ER ref_mix(ID, T_RMTX *);

Send message to mailbox (non-task
context)

Receive message from mailbox
Poll and receive message from mailbox

Poll and receive message from mailbox
(non-task context)

Receive message from mailbox with
timeout function

Refer to mailbox state

Refer to mailbox state (non-task context)

Create mutex

Create mutex and assign mutex ID
automatically

Delete mutex

Lock mutex

Poll and lock mutex

Lock mutex with timeout function
Unlock mutex

Refer to mutex state

(9) Extended Synchronization and Communication (Message Buffer)

79

80

81
82
83

84

85
86

ER cre_mbf(ID, T_CMBF *);
ER icre_mbf(ID, T_CMBF *);
ER_ID acre_mbf(T_CMBF *);

ER_ID iacre_mbf(T_CMBF *);
ER del_mbf(ID);
ER snd_mbf(ID, VP, UINT);

ER psnd_mbf(ID, VP, UINT);
ER ipsnd_mbf(ID, VP, UINT);

ER tsnd_mbf(ID, VP, UINT, TMO);

ER_UINT rcv_mbf(ID, VP);
ER_UINT prcv_mbf(ID, VP);
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Create message buffer
Create message buffer (non-task context)

Create message buffer and assign
message buffer ID automatically

Create message buffer and assign
message buffer ID automatically (non-task
context)

Delete message buffer
Send message to message buffer
Poll and send message to message buffer

Poll and send message to message buffer
(non-task context)

Send message to message buffer with
timeout function

Receive message from message buffer

Poll and receive message from message
buffer
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87

88

(10)
89

90

91
92
93

94

95

96

(1)
97

98

99
100

704

ER_UINT trcv_mbf(ID, VP, TMO);
ER ref_mbf(ID, T_RMBF *);

ER iref_mbf(ID, T_RMBF *);

Fixed-Size Memory Pool Management

ER cre_mpf(ID, T_CMPF *);
ER icre_mpf(ID, T_CMPF *);

ER_ID acre_mpf(T_CMPF *);
ER_ID iacre_mpf(T_CMPF *);
ER del_mpf(ID);

ER get_mpf(ID, VP *);

ER pget_mpf(ID, VP *);
ER ipget_mpf(ID, VP *);

ER tget_mpf(ID, VP *, TMO);

ER rel_mpf(ID, VP);
ER irel_mpf(ID, VP);

ER ref_mpf(ID, T_RMPF *);

ER iref_mpf(ID, T_RMPF *);

Variable-Size Memory Pool Management

ER cre_mpl(ID, T_CMPL *);
ER icre_mpl(ID, T_CMPL *);

ER_ID acre_mpl(T_CMPL *);

ER_ID iacre_mpl(T_CMPL *);

ER del_mpl(ID);
ER get_mpl(ID, UINT, VP *);
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Receive message from message buffer
with timeout function

Refer to message buffer state

Refer to message buffer state (non-task
context)

Create fixed-size memory pool

Create fixed-size memory pool (non-task
context)

Create fixed-size memory pool and assign
fixed-size memory pool ID automatically

Create fixed-size memory pool and assign
fixed-size memory pool ID automatically
(non-task context)

Delete fixed-size memory pool
Get fixed-size memory block
Poll and get fixed-size memory block

Poll and get fixed-size memory block (non-
task context)

Get fixed-size memory block with timeout
function

Release fixed-size memory block

Release fixed-size memory block (non-task
context)

Refer to fixed-size memory pool state

Refer to fixed-size memory pool state (non-
task context)

Create variable-size memory pool

Create variable-size memory pool (non-task
context)

Create variable-size memory pool and
assign variable-size memory pool ID
automatically

Create variable-size memory pool and
assign variable-size memory pool ID
automatically (non-task context)

Delete variable-size memory pool

Get variable-size memory block



101

102

103

104

(12)
105

106

(13)
107

108

109
110

111

112

(14)
113

114

ER pget_mpl(ID, UINT, VP *);
ER ipget_mpi(ID, UINT, VP )

ER tget_mpl(ID, UINT, VP *, TMO);

ER rel_mpl(ID, VP);
ER irel_mpl(ID, VP);

ER ref_mpl(ID, T_RMPL *);
ER iref_mpl(ID, T_RMPL *);

Time Management (System Clock)

ER set_tim(SYSTIM *);
ER iset_tim(SYSTIM *);
ER get_tim(SYSTIM *);
ER iget_tim(SYSTIM *);

Time Management (Cyclic Handler)
ER cre_cyc(ID, T_CCYC *);

ER icre_cyc(ID, T_CCYC *);

ER_ID acre_cyc(T_CCYC *);

ER_ID iacre_cyc(T_CCYC *);

ER del_cyc(ID);
ER sta_cyc(ID);
ER ista_cyc(ID);

ER stp_cyc(ID);
ER istp_cyc(ID);

ER ref_cyc(ID, T_RCYC *);
ER iref_cyc(ID, T_RCYC *);

Time Management (Alarm Handler)
ER cre_alm(ID, T_CALM *);

ER icre_alm(ID, T_CALM *);

ER_ID acre_alm(T_CALM *);
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Poll and get variable-size memory block

Poll and get variable-size memory block
(non-task context)

Get variable-size memory block with
timeout function

Release variable-size memory block

Release variable-size memory block (non-
task context)

Refer to variable-size memory pool state

Refer to variable-size memory pool state
(non-task context)

Set system clock
Set system clock (non-task context)
Get system clock

Get system clock (non-task context)

Create cyclic handler
Create cyclic handler (non-task context)

Create cyclic handler and assign cyclic
handler ID automatically

Create cyclic handler and assign cyclic
handler ID automatically (non-task context)

Delete cyclic handler
Start cyclic handler operation

Start cyclic handler operation (non-task
context)

Stop cyclic handler operation

Stop cyclic handler operation (non-task
context)

Refer to the cyclic handler state

Refer to the cyclic handler state (non-task
context)

Create alarm handler
Create alarm handler (non-task context)

Create alarm handler and assign alarm
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116

117

118

(15)
119
120

121

122

(16)
123

124

125

126

127
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ER_ID iacre_alm(T_CALM *);

ER del_alm(ID);
ER sta_alm(ID, RELTIM);
ER ista_alm(ID, RELTIM);

ER stp_alm(ID);
ER istp_alm(ID);

ER ref_alm(ID, T_RALM *);
ER iref_alm(ID, T_RALM *);

Time Management (Overrun Handler)
ER def_ovr(T_DOVR *);

ER sta_ovr(ID, OVRTIM);

ER ista_ovr(ID, OVRTIM);

ER stp_ovr(ID);
ER istp_ovr(ID);

ER ref_ovr(ID, T_ROVR *);
ER iref_ovr(ID, T_ROVR *);

System State Management

ER rot_rdq(PRI);
ER irot_rdq(PRI);
ER get_tid(ID *);
ER iget_tid(ID *);

ER get_did(ID *);
ER iget_did(ID *);

ER loc_cpu(void);
ER iloc_cpu(void);
ER unl_cpu(void);
ER iunl_cpu(void);

RENESAS

handler ID automatically

Create alarm handler and assign alarm
handler ID automatically (non-task context)

Delete alarm handler
Start alarm handler operation

Start alarm handler operation (non-task
context)

Stop alarm handler operation

Stop alarm handler operation (non-task
context)

Refer to the alarm handler state

Refer to the alarm handler state (non-task
context)

Define overrun handler
Start overrun handler operation

Start overrun handler operation (non-task
context)

Stop overrun handler operation

Stop overrun handler operation (non-task
context)

Refer to overrun handler state

Refer to overrun handler state (non-task
context)

Rotate ready queue
Rotate ready queue (non-task context)
Get task ID in RUNNING state

Get task ID in RUNNING state (non-task
context)

Get domain ID of the task in RUNNING
state

Get domain ID of the task in RUNNING
state (non-task context)

Lock CPU

Lock CPU (non-task context)
Unlock CPU

Unlock CPU (non-task context)



128 ER dis_dsp(void); Disable task dispatch

129 ER ena_dsp(void); Enable task dispatch
130 BOOL sns_ctx(void); Refer to task context
131 BOOL sns_loc(void); Refer to CPU-locked state
132 BOOL sns_dsp(void); Refer to dispatch-disabled state
133 BOOL sns_dpn(void); Refer to dispatch-pended state
134 void vsta_knl(void); Start kernel

void ivsta_knl(void); Start kernel (non-task context)
135 void vsys_dwn(ER, VW, VW, VW); Terminate the system

void ivsys_dwn(ER, VW, VW, VW); Terminate the system (non-task context)
136 ER vget_trc(VW, VW, VW, VW); Acquire trace information

ER ivget_trc(VW, VW, VW, VW); Acquire trace information (non-task

context)

137 ER_UINT vchg_cop(ATR); Change DSP (TA_COPO) attribute

(17) Interrupt Management

138 ER def_inh(INHNO, T_DINH *); Define interrupt handler

ER idef_inh(INHNO, T_DINH *); Define interrupt handler (non-task context)
139 ER chg_ims(IMASK); Change interrupt mask

ER ichg_ims(IMASK); Change interrupt mask (non-task context)
140 ER get_ims(IMASK *); Refer to interrupt mask

ER iget_ims(IMASK *); Refer to interrupt mask (non-task context)

(18) Extended Service Call and Trap Management

141 ER def_svc(FN, T_DSVC *); Define extended service call
ER idef_svc(FN, T_DSVC *); Define extended service call (non-task
context)

142 ER_UINT cal_svc(FN, VP_INT, VP_INT, VP_INT, VP_INT); Issue extended service call
ER_UINT ical_svc(FN, VP_INT, VP_INT, VP_INT, VP_INT); Issue extended service call (non-task

context)
143 ER vdef_trp(UINT, VT_DTRP *); Define trap routine
ER ivdef_trp(UINT, VT_DTRP *); Define trap routine (non-task context)
(19) System Configuration Management
144 ER def_exc(EXCNO, T_DEXC *); Define CPU exception handler
ER idef_exc(EXCNO, T_DEXC *); Define CPU exception handler (non-task
context)
145 ER ref_cfg(T_RCFG *); Refer to configuration information
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ER iref_cfg(T_RCFG *);

146 ER ref_ver(T_RVER *);
ER iref_ver(T_RVER *);

(20) Memory Object Management Function
147 ER sac_mem(VP, ACVCT *);

148 ER prb_mem(VP, SIZE, ID, MODE);
149 ER ref_mem(VP, T_RMEM *);

150 ER vloc_tlb(VP);

151 ER vunl_tlb(VP);

(21) Protected Memory Pool Management

152 ER_UINT pget_mpp(ID, UINT, VP *);
153 ER rel_mpp(ID, VP);
154 ER ref_mpp(ID, T_RMPP *);

(22) Protected Mailbox Management

155 ER cre_mbp(ID, T_CMBP *);
ER icre_mbp(ID, T_CMBP *);

156 ER_ID acre_mbp(T_CMBP *);

ER_ID iacre_mbp(T_CMBP *);

157 ER del_mbp(ID);

158 ER snd_mbp(ID, VP, PRI);
159 ER_UINT rcv_mbp(ID, VP *);
160 ER_UINT prcv_mbp(ID, VP *);

161 ER_UINT trcv_mbp(ID, VP *, TMO);
162 ER ref_mbp(ID, T_RMBP *);

ER iref_mbp(ID, T_RMBP *);

(23) System Memory Management
163 ER vref_syp(VT_RSYP *);
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Refer to configuration information (non-task
context)

Refer to version information

Refer to version information (non-task
context)

Change access permission vector for
memory object

Check access right for memory area
Refer to memory object state

Lock TLB entry

Unlock TLB entry

Poll and get protected memory block
Release protected memory block

Refer to protected memory pool state

Create protected mailbox

Create protected mailbox (non-task
context)

Create protected mailbox and assign
mailbox ID automatically

Create protected mailbox and assign
mailbox ID automatically (non-task context)

Delete protected mailbox
Send message to protected mailbox
Receive message from protected mailbox

Poll and receive message from protected
mailbox

Receive message from protected mailbox
with timeout function

Refer to protected mailbox state

Refer to protected mailbox state (non-task
context)

Refer to system pool state



164 ER vref_rsp(VT_RRSP *); Refer to resource pool state

(24) Performance Management

165 ER_UINT vchg_ppc(ID, MODE); Start, stop, or initialize performance
measurement
ER_UINT ivchg_ppc(ID, MODE); Start, stop, or initialize performance
measurement (non-task context)
166 ER_UINT vref_ppc(ID, VT_RPPC *); Refer to performance measurement result
ER_UINT ivref_ppc(ID, VT_RPPC *); Refer to performance measurement result

(non-task context)
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17.2 Service Call Error Code List

Table 17.1 List of Service Call Error Codes

Error Code

(Mnemonic) Error Code Description

E_OK H'00000000 (D'0) Normal termination

E_NOSPT H'fffffff7 (-D'9) Unsupported function

E_RSFN H'fffffff6 (-D"10) Reserved function code

E_RSATR H'ffffff5 (-D'11) Reserved attribute (invalid attribute)

E_PAR Hffffffef (-D"17) Parameter error

E_ID H'ffffffee (-D'18) Invalid ID number

E_CTX Hffffffe7 (-D'25) Context error

E_MACV H'ffffffe6 (-D'26) Memory access violation

E_ILUSE H'ffffffe4 (-D'28) lllegal use of service call

E_NOMEM H'ffffffdf (-D'33) Insufficient memory

E_NOID Hffffffde (-D'34) No ID available

E_OBJ H'ffffffd7 (-D'41) Invalid object

E_NOEXS H'ffffffd6 (-D'42) Undefined object

E_QOVR H'ffffffd5 (-D'43) Queuing or nesting overflow

E_RLWAI H'ffffffcf (-D'49) WAITING state was forcibly cancelled or an attempt
was made to shift to the WAITING state in WAITING-
disabled state.

E_TMOUT H'ffffffce (-D'50) Polling failed or timeout

E_DLT H'ffffffcd (-D'51) Waiting object deleted
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