Introduction

This document describes matrix operation programming with DSP function instructions of the RX family.

Target Device

RX Family
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1. General

The RX family CPU core (hereafter referred to as RX) incorporates a 16 × 16-bit multiply-accumulator. The result of executing a typical 32 × 32-bit integer multiplication instruction (MUL instruction) that is used for multiplicative expressions or address calculations is given by the lower 32 bits of the 64-bit result of multiplying two 32-bit numbers. Accordingly, it is assumed that the result of using an MUL instruction does not exceed 32 bits. However, when a numerical value is expressed as a fixed-point number (For example, refer to [1].), it is common that the valid data of the result of a multiplication or a multiply-accumulation is assigned to the upper bits. Therefore, if a multiplication or a multiply-accumulation of fixed-point numbers is carried out using a MUL instruction, the result must be within 32 bits and only a very limited range of numerical values can be dealt with. To solve this problem, the RX supports the instructions to perform the following: multiply-accumulation (or multiplication) by a 48-bit accumulator, rounding operation of the value stored in an accumulator, and data transfer between an accumulator and a general-purpose register. The combination of these multiply-accumulation and rounding operation instructions allows several high-speed operations on fixed-point numbers and data processing performance equal to DSPs. For details on the RX's multiply-accumulation instruction, refer to "RX Family User's Manual; Software" (REJ09B0435). The application note "How to Use Multiply-Accumulation Instruction" (R01AN0254EJ) explains how to use these multiply-accumulation and rounding operation instructions. In addition, the application note "How to Use Intrinsic Functions for Multiply-Accumulation" (R01AN0255EJ) explains how to use these multiply-accumulation and rounding operation instructions through intrinsic functions that are extended functions of the RX Family C/C++ compiler (hereafter referred to as compiler).

This application note describes matrix operation programming with the RX's multiply-accumulation instructions. Specifically, operations on N × N square matrices are to be carried out. The arithmetic operations discussed are addition, subtraction, multiplication, and inverse matrices. However, only the inverses of 2 × 2 square matrices are to be dealt with for the sake of clarity. Also, in program examples, the RX's multiply-accumulation instructions are used through compiler intrinsic functions (intrinsic functions supporting the multiply-accumulation instruction are available at compiler version 1.01 or later).


2. Matrix Data Representation

This section describes matrix data representation. In this application note, operations on N × N square matrices are discussed, and in program examples these operations are carried out mainly with N = 2 or 4. Inversion of matrices is performed with N = 2, that is, 2 × 2 square matrices are to be handled.

Since the RX's multiply-accumulation instructions are intended for 16-bit signed data, an element of a matrix should be represented as 16-bit signed data and a matrix should be constructed from one-dimensional matrices of this 16-bit data. For example, a 4 × 4 square matrix should be represented as a short type one-dimensional array with 4 × 4 = 16 elements. Also, a 2 × 2 square matrix should be represented as a short type one-dimensional array with 2 × 2 = 4 elements. The definitions based on this approach are shown in the program example below.

```c
#define N 4 /* Number of rows and columns of square matrix to be handled */
typedef int16_t Matrix;
typedef int16_t Matrix44[4 * 4]; /* 4×4 square matrix */
typedef int16_t Matrix22[2 * 2]; /* 2×2 square matrix */
```

This matrix data representation allocates sequential addresses to matrix row vector elements. Note that in contrast, unordered addresses are allocated to matrix column vector elements. Examples of where each matrix element is placed within a one-dimensional array are provided below.
First, a $2 \times 2$ square matrix:
\[
\begin{bmatrix}
  a & b \\
  c & d 
\end{bmatrix}
\]
The elements are stored in a one-dimensional array in the order below (from left to right).

$a, b, c, d$

Next, a $4 \times 4$ square matrix:
\[
\begin{bmatrix}
  a & b & c & d \\
  e & f & g & h \\
  i & j & k & l \\
  m & n & o & p 
\end{bmatrix}
\]
The elements are stored in a one-dimensional array in the order below (from left to right).

$a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p$

Finally, some program examples are given.

\[
A = \begin{bmatrix}
  2 & -7 \\
  -1 &  3 
\end{bmatrix}
\]
The matrix above corresponds to the program below.

Matrix22 A = {
    2, -7, 
    -1,  3, 
};

The matrix $B$ corresponds to the program below.

\[
B = \begin{bmatrix}
  1 &  2 &  3 &  4 \\
  5 &  6 &  7 &  8 \\
-1 & -2 & -3 & -4 \\
-5 & -6 & -7 & -8 
\end{bmatrix}
\]

Matrix44 B = {
    1,  2,  3,  4, 
    5,  6,  7,  8, 
    -1, -2, -3, -4, 
    -5, -6, -7, -8, 
};
3. Addition, Subtraction, and Multiplication of Matrices

This section describes addition, subtraction and multiplication of $N \times N$ square matrices.

3.1 Addition

Addition of matrices is the operation of adding up the corresponding elements of two matrices. For example, addition of $2 \times 2$ matrices is carried out as follows:

\[
\begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix} +
\begin{bmatrix}
  e & f \\
  g & h
\end{bmatrix} =
\begin{bmatrix}
  a+e & b+f \\
  c+g & d+h
\end{bmatrix}
\]

Shown below is matrix_add, an addition program for $N \times N$ square matrices. matrix_add takes two matrices $a$ and $b$ (both are the start addresses of arrays) as the arguments, and stores the result of adding these matrices into $a$.

```c
/*
  Addtion operation of $N\times N$ square matrices.
  The result is stored in $a$.
*/
void matrix_add(Matrix a[], Matrix b[])
{
    int i;
    for (i = 0; i < N * N; i++) { 
        a[i] += b[i];
    }
}
```

3.2 Subtraction

Subtraction of matrices, similar to addition, is the operation of calculating the difference between the corresponding elements of two matrices. For example, subtraction of $2 \times 2$ square matrices is carried out as follows:

\[
\begin{bmatrix}
  a & b \\
  c & d
\end{bmatrix} -
\begin{bmatrix}
  e & f \\
  g & h
\end{bmatrix} =
\begin{bmatrix}
  a-e & b-f \\
  c-g & d-h
\end{bmatrix}
\]

Shown below is matrix_sub, a subtraction program for $N \times N$ square matrices. matrix_sub takes two matrices $a$ and $b$ (both are the start addresses of arrays) as the arguments, and stores the difference between $a$ and $b$ into $a$.

```c
/*
  Subtraction operation of $N\times N$ square matrices.
  The result is stored in $a$.
*/
void matrix_sub(Matrix a[], Matrix b[])
{
    int i;
    for (i = 0; i < N * N; i++) { 
        a[i] -= b[i];
    }
}
```
3.3 Multiplication

Multiplication of matrices requires rather complicated computations compared with those for addition and subtraction. A matrix multiplication is carried out by multiplying the left-side matrix’s row vector elements by the right-side matrix’s column vector elements in order and then adding up the results. Here, it is possible to make use of multiply-accumulation. For example, a multiplication of $2 \times 2$ square matrices is carried out as follows:

$$
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\times
\begin{bmatrix}
e & f \\
g & h
\end{bmatrix}
= \begin{bmatrix}
a \times e + b \times g & a \times f + b \times h \\
c \times e + d \times g & c \times f + d \times h
\end{bmatrix}
$$

Since, here, multiplications of $N \times N$ square matrices are discussed, the resulting matrices are $N \times N$ square matrices as well. (In the example above, the resulting matrix is a $2 \times 2$ square matrix.)

Shown below is matrix_mul, a multiplication program for $N \times N$ square matrices. matrix_mul takes three matrices a, b, and res (all these are the start addresses of arrays.) as the arguments, and stores into res the result of multiplying a by b.

```c
#include <machine.h>
/*
 * Multiplication operation of $N \times N$ square matrices.
 * The result is stored in res.
 */
void matrix_mul(Matrix a[], Matrix b[], Matrix res[])
{
    int i, j;
    int16_t *q = b;
    int16_t col[N];
    for (i = 0; i < N; i++) {
        for (j = 0; j < N; j++) {
            col[j] = q[N * j];
        }
        q++;
        for (j = 0; j < N * N; j += N) {
            res[j] = (int16_t)macl(a + j, col, N);
        }
        res++;
    }
}
```

This program uses two means for achieving efficient computations. First, in order to use the RX’s multiply-accumulation (intrinsic function macl), it allocates sequential addresses to the matrix column vector elements on the right of the multiplication symbol by copying them into the work array col, and calls the intrinsic function macl. Second, in order to efficiently use the column vector elements copied into col, it performs the outer multiplication loop in order of column vectors. If in contrast it performs the outer and inner loops in order of row and column vectors, respectively, it is necessary to copy the same column vector elements into a work array for each loop round.

Note that the multiplication program shown above is designed to work correctly with all $N \times N$ square matrices. If $N$ is fixed at a certain small number, it is possible to rewrite the program to run it more quickly by unrolling its inner loop.

An example of rewriting it for $N = 4$ is given below. This example is designed for $4 \times 4$ matrices, and the program can be rewritten for $5 \times 5$ or $6 \times 6$ matrices in the same way.
#if N == 4
/*
   Multiplication of 4×4 square matrices (For N == 4).
   The result is stored in res.
*/
void matrix44_mul(Matrix a[], Matrix b[], Matrix res[])
{
    int i;
    int16_t *q = b;
    int16_t col[N];

    for (i = 0; i < N; i++) {
        col[0] = q[N * 0];
        col[1] = q[N * 1];
        col[2] = q[N * 2];
        col[3] = q[N * 3];
        q++;
        res[0 * 0] = (int16_t)macl(a + N * 0, col, N);
        res[N * 1] = (int16_t)macl(a + N * 1, col, N);
        res[N * 2] = (int16_t)macl(a + N * 2, col, N);
        res[N * 3] = (int16_t)macl(a + N * 3, col, N);
        res++;
    }
}
#endif /* N == 4 */
4. Computation of Inverse Matrices

This section describes computation of inverse matrices. Generally, it is not a simple matter to compute the inverse of a matrix. Particularly in an embedded system, it is not efficient to compute it depending upon circumstances. Therefore, calculate the inverses of matrices in advance as much as possible so that the application can do other necessary calculations by using the calculated inverses and carrying out multiplications.

For example, when $A$ and $B$ are matrices (or vectors), perform the following operation.

$$ A^{-1} \times B $$

For the sake of efficiency, identify the matrix $C$ in advance that satisfies the equation below, instead of computing the inverse of $A$ in programs.

$$ C = A^{-1} $$

Then, the application should carry out the simple multiplication below:

$$ C \times B $$

Since there is a formula for the inverse of a $2 \times 2$ square matrix, a program example of computing the inverse of a $2 \times 2$ matrix is given below.

4.1 Computing the Inverse of a $2 \times 2$ Square Matrix

The $2 \times 2$ square matrix is given below.

$$ A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} $$

Then, $A^{-1}$ is determined by following the formula:

$$ A^{-1} = \frac{1}{ad-bc} \begin{bmatrix} d & -b \\ -c & a \end{bmatrix} $$

Note, however, that only if the following equation is satisfied, $A$ is an invertible matrix.

$$ ad - bc \neq 0 $$
Shown below is `matrix22_inv`, a program that computes the inverse of a $2 \times 2$ square matrix using this formula. `matrix22_inv` computes the inverse of the $2 \times 2$ square matrix $a$, and stores it in $res$. On normal termination, `matrix22_inv` returns 0. If there is no inverse matrix, it returns -1. Note that since this program handles matrix elements as signed integers, the result may not be correct depending on the input data.

```c
/*
   Computation of the inverse of a 2x2 square matrix.
   The result is stored in res, and a value 0 is returned.
   However, if there is no inverse matrix, -1 is returned.
*/
int matrix22_inv(Matrix a[], Matrix res[])
{
    int32_t det = (int32_t)a[0] * (int32_t)a[3] - (int32_t)a[1] * (int32_t)a[2];
    if (det == 0) {
        return -1; /* Error: no inverse matrix exists */
    }
    res[0] = (int16_t)(  a[3] / det);
    res[1] = (int16_t)(- a[1] / det);
    res[2] = (int16_t)(- a[2] / det);
    res[3] = (int16_t)(  a[0] / det);
    return 0;
}
```
5. Sample Program

Shown below is an example of using the matrix multiplication and inverse matrix computation programs that are described in this application note. In this example, a multiplication of $4 \times 4$ matrices is carried out, and the inverse of a $2 \times 2$ matrix is computed.

```
static Matrix44 a = {
    1, 2, 3, 4,
    5, 6, 7, 8,
    -1, -2, -3, -4,
    -5, -6, -7, -8,
};
static Matrix44 b = {
    5, 6, 7, 8,
    1, 2, 3, 4,
    5, 6, 7, 8,
    1, 2, 3, 4,
};
static Matrix22 c = {
    2, -7,
    -1, 3,
};

void main(void)
{
    Matrix44 d;
    Matrix22 e;

    /* The result of multiplying matrix a by matrix b is stored in d. */
    matrix_mul(a, b, d);
#if N == 4
    /* The result of multiplying matrix a by matrix b is stored in d (for 4×4). */
    matrix44_mul(a, b, d);
#endif
    /* The inverse of matrix c is stored in e. */
    matrix22_inv(c, e);
}
```
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General Precautions in the Handling of MPU/MCU Products

The following usage notes are applicable to all MPU/MCU products from Renesas. For detailed usage notes on the products covered by this document, refer to the relevant sections of the document as well as any technical updates that have been issued for the products.

1. Handling of Unused Pins
   Handle unused pins in accord with the directions given under Handling of Unused Pins in the manual.
   ⎯ The input pins of CMOS products are generally in the high-impedance state. In operation with an unused pin in the open-circuit state, extra electromagnetic noise is induced in the vicinity of LSI, an associated shoot-through current flows internally, and malfunctions occur due to the false recognition of the pin state as an input signal become possible. Unused pins should be handled as described under Handling of Unused Pins in the manual.

2. Processing at Power-on
   The state of the product is undefined at the moment when power is supplied.
   ⎯ The states of internal circuits in the LSI are indeterminate and the states of register settings and pins are undefined at the moment when power is supplied. In a finished product where the reset signal is applied to the external reset pin, the states of pins are not guaranteed from the moment when power is supplied until the reset process is completed. In a similar way, the states of pins in a product that is reset by an on-chip power-on reset function are not guaranteed from the moment when power is supplied until the power reaches the level at which resetting has been specified.

3. Prohibition of Access to Reserved Addresses
   Access to reserved addresses is prohibited.
   ⎯ The reserved addresses are provided for the possible future expansion of functions. Do not access these addresses; the correct operation of LSI is not guaranteed if they are accessed.

4. Clock Signals
   After applying a reset, only release the reset line after the operating clock signal has become stable. When switching the clock signal during program execution, wait until the target clock signal has stabilized.
   ⎯ When the clock signal is generated with an external resonator (or from an external oscillator) during a reset, ensure that the reset line is only released after full stabilization of the clock signal. Moreover, when switching to a clock signal produced with an external resonator (or by an external oscillator) while program execution is in progress, wait until the target clock signal is stable.

5. Differences between Products
   Before changing from one product to another, i.e. to a product with a different part number, confirm that the change will not lead to problems.
   ⎯ The characteristics of an MPU or MCU in the same group but having a different part number may differ in terms of the internal memory capacity, layout pattern, and other factors, which can affect the ranges of electrical characteristics, such as characteristic values, operating margins, immunity to noise, and amount of radiated noise. When changing to a product with a different part number, implement a system-evaluation test for the given product.
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